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Other examples of normalized capacities:

- First Ekeland-Hofer capacity $c_{1}^{E H}$ (1989),
- Hofer-Zehnder capacity $c_{H Z}$ (1994),
- Floer-Hofer capacity CSH $^{\text {(1994), }}$
- First contact homology capacity $c_{1}^{C H}$ (Gutt-Hutchings 2018),
- First embedded contact homology capacity $c_{1}^{E C H}$ (Hutchings 2011) - only in dimension 4.
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Conjecture (Mahler 1939)
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Equality is attained for the hypercube $K=I^{n}$.
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Conjecture
$M(K)$ is minimized precisely by the Hanner polytopes.
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Theorem (Artstein-Avidan, Karasev, Ostrover 2014)
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Example (Cylinder)

$Z(a):=\left\{\left.\left(z_{1}, z_{2}\right) \in \mathbb{C}^{2}|\pi| z_{1}\right|^{2} \leq a\right\}$

Example (Ellipsoid)

$E(a, b):=\left\{\left(z_{1}, z_{2}\right) \in \mathbb{C}^{2} \left\lvert\, \frac{\pi\left|z_{1}\right|^{2}}{a}+\frac{\pi\left|z_{2}\right|^{2}}{b} \leq 1\right.\right\}$
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Theorem (Ostrover-R.-Sepe, 2023)

- If $A$ is symmetric, then for every $\varepsilon>0$,

$$
(1-\epsilon) \Delta^{n} \times_{L} A \hookrightarrow \mathbb{X}_{(n+1) \rho(A)} \hookrightarrow(1+\epsilon) \Delta^{n} \times_{L} A .
$$

- If $A$ is balanced, then $\Delta^{n} \times_{L} A$ is symplectomorphic to $\mathbb{X}_{(n+1) \rho(A)}$.

Corollary
The ball is symplectomorphic to $\Delta^{n} \times \mathcal{R}^{n}$.
Proof.
We first note that $\mathcal{R}^{n}$ is balanced.
If $\left(r_{1}, \ldots, r_{n}\right)=\rho(\mathbf{p})$, then $r_{1}+\cdots+r_{n}=$
$p_{\sigma(1)}-p_{\sigma(2)}+\cdots+p_{\sigma(n)}-p_{\sigma(n+1)}=\max _{i} p_{i}-\min _{i} p_{i}$.
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Figure: The domain $A$ for which $\mathbb{X}_{\rho(A)}$ is $P(1,1)$ and $P(1,3)$
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## The Toda lattice

$$
H(\mathbf{q}, \mathbf{p})=\frac{1}{2} \sum_{i=1}^{n+1} p_{i}^{2}+\sum_{i=1}^{n+1} e^{q_{i}-q_{i+1}}
$$

Flaschka coordinates:

$$
a_{i}=e^{\frac{1}{2}\left(q_{i}-q_{i+1}\right)}, \quad b_{i}=-p_{i} .
$$

Hamiltonian system:

$$
\begin{aligned}
& H(a, b)=\frac{1}{2} \sum_{i=1}^{n+1} b_{i}^{2}+\sum_{i=1}^{n+1} a_{i}^{2} \\
&\left\{\begin{array}{l}
\dot{b}_{i}
\end{array}=a_{i}^{2}-a_{i-1}^{2}\right. \\
& \dot{a}_{i}=\frac{1}{2} a_{i}\left(b_{i+1}-b_{i}\right)
\end{aligned}
$$
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Theorem (Hénon 1973)
The Toda lattice is completely integrable.
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- The map $\phi$ can be obtained by action coordinates:

$$
\phi(c)=\left(\oint_{\gamma_{1}^{c}} \lambda, \ldots, \oint_{\gamma_{n}^{c}} \lambda\right) .
$$

## Spectral theory for the Toda lattice

Difference equation related to the eigenvalue problem of $L$ :
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Theorem (Flaschka-McLaughlin, van Moerbeke, Moser)
The $\operatorname{map}\left\{(\mathbf{q}, \mathbf{p}) \in \mathbb{R}^{2 n+2} \mid \sum_{i} p_{i}=\sum_{i} q_{i}=0\right\} \rightarrow \mathbb{R}^{2 n}$ defined by $(q, p) \mapsto\left(f_{1}, \ldots, f_{n}, \mu_{1}, \ldots, \mu_{n}\right)$ is a symplectomorphism.
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and they induce a symplectomorphism

$$
\Phi:\left\{(\mathbf{q}, \mathbf{p}) \in \mathbb{R}^{2 n+1} \mid \sum_{i} q_{i}=\sum_{i} p_{i}=0\right\} \longrightarrow \mathbb{R}^{2 n}
$$

## A deformation of the Toda system

We can define action coordinates for the deformation of the Toda lattice:

$$
H_{c}(\mathbf{q}, \mathbf{p})=\frac{1}{2} \sum_{i=1}^{n+1} p_{i}^{2}+c e^{-c} \sum_{i=1}^{n+1} e^{c\left(q_{i}-q_{i+1}\right)}
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## Question 2

Do other root systems $B_{n}, C_{n}, D_{n}, G_{2}$, etc, give rise to interesting symplectomorphisms?

