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Abstract

In 2000, Elekes and Rényai [8] considered the following problem. Let A, B be two
sets, each of n real numbers, and let f be a real bivariate polynomial of some constant
degree. They showed that if |f(A x B)| < cn, for some constant ¢ that depends on
deg f, and for n > ng(c), for sufficiently large threshold ng(c) that depends on ¢, then f
must be of one of the special forms f(u,v) = h(e(u)+1(v)), or f(u,v) = h(p(u)-1(v)),
for some univariate polynomials ¢, 1, h over R. A refined analysis and generalizations
of this result are given by Elekes and Szabé [10].

In a variant of this setup, we have, in addition to A, B and f, another set C of n
real numbers, and we denote by M the number of triples (a,b,c¢) € A x B x C such that
¢ = f(a,b). We show that either M = O(n'!/%), where the constant of proportionality
depends on deg f, or else f has one of the above special forms. This improves the results
in [8, 10], by making the bound explicit, with an exponent that is independent of the
degree of f.

We actually establish a more general result, for the case where |A|, |B|,|C| are not
necessarily equal. The threshold bound O(nn/ 6) is then replaced by a more involved
expression in |Al,|B], |C].

Interest in this problem has recently been revived because of its connection to var-
ious problems in combinatorial geometry, including problems on distinct distances in
several special configurations, and certain variants of the sum-product problem. Several
applications of our results to problems of these kinds will be presented. For example, we
show that the number of distinct distances between n points lying on a constant-degree
parametric algebraic curve which does not contain a line, in any dimension, is Q(n4/ 3,
extending the result in [20] and improving the bound in [3].

Keywords. Combinatorial geometry, incidences, polynomials.

*Work on this paper by Orit E. Raz and Micha Sharir was supported by Grant 892/13 from the Israel
Science Foundation. Work by Micha Sharir was also supported by Grant 2012/229 from the U.S.-Israel
Binational Science Foundation, by the Israeli Centers of Research Excellence (I-CORE) program (Center
No. 4/11), and by the Hermann Minkowski-MINERVA Center for Geometry at Tel Aviv University. Work
by Jézsef Solymosi was supported by NSERC, ERC-AdG 321104, and OTKA NK 104183 grants.

tSchool of Computer Science, Tel Aviv University, Tel Aviv 69978, Israel. oritraz@post.tau.ac.il

School of Computer Science, Tel Aviv University, Tel Aviv 69978, Israel. michas@post.tau.ac.il

$Department of Mathematics, University of British Columbia, Vancouver, BC, V6T 1Z4, Canada.
solymosi@math.ubc.ca



1 Introduction

1.1 Background

In 2000, Elekes and Ronyai [8] considered the following problem. Let A, B be two sets,
each of n real numbers, and let f be a real bivariate polynomial of some constant degree.
They showed that if |f(A x B)| < cn, for some constant ¢ that depends on deg f, and for
n > ng(c), for sufficiently large threshold ng(c) that depends on ¢, then f must be of one of
the special forms f(u,v) = h(e(u) +¥(v)), or f(u,v) = h(p(u) - (v)), for some univariate
polynomials ¢, 1, h over R.

In a variant of this setup, we are given, in addition to A, B and f, another set C
of n real numbers, and the quantity |f(A x B)| is replaced by the number M of triples
(a,b,c) € Ax BxC such that ¢ = f(a,b). Elekes and Rényai have shown that if M = Q(n?)
then f must have one of the above special forms. Elekes and Szabé [10] were able to extend
this theorem to implicit surfaces F'(z,y, z) = 0, and also showed that, unless F' has a certain
specific special form (see [10] for precise formulation and more details), the surface can only
contain O(n?~") points of A x B x C, for some exponential ‘gap’ > 0 that depends on the
degree of the polynomial F' (they do not make the values of 1 explicit, and point out that
it is ‘rather small’). The study of Elekes and Szabé also considers more involved setups,
where A, B, C, and F are embedded in higher dimensions, and/or the underlying field is
the complex field C.

In this paper, we prove that, unless f has one of the aforementioned special forms,
M = O(n''/) (where the constant of proportionality depends on deg f). In doing so, we
give two alternative proofs of this result, which we believe to be simpler than the ones
in [8, 10]. Our result improves the previous ones, by making the bound on M explicit, with
an exponent that is independent of the degree of f. (The previous gap is only given in [10];
the former paper [8] only shows that M = o(n?).)

We actually establish a more general result than that of [8], for the case where |A|, | B|, |C]|
are not necessarily equal. The threshold bound O(nn/ 6) is then replaced by a more involved
expression in |A|, | B|,|C| (see Theorem 2 below). This generalization requires a more careful
and somewhat more involved analysis. Schwartz, Solymosi and de Zeeuw [23] have recently
considered the special ‘unbalanced’ case where |A| = |C| = n and |B| = n'/?*¢, for any
fixed ¢ > 0, and showed that the graph of f must contain o(n®2%¢) points of A x B x C,
unless f is of one of the special forms. Our analysis applies in this setup, and slightly
improves (and makes more concrete) the bound just mentioned.

The technique used in this paper has some common features with the one used in [§].
A discussion of the similarities and differences between the two approaches is given in the
concluding section (Section 6).

Besides being an interesting problem in itself, the Elekes-Roényai setup, and certain
generalizations thereof, such as those considered by Elekes and Szabé [10], arise in many
problems in combinatorial geometry. This connection has resurfaced in several recent works,
including problems on distinct distances in several special configurations (see Sharir et
al. [25] and Pach and de Zeeuw [20] for ad-hoc treatments of these instances). In many
of these problems it is essential to allow the sets A, B, and C under consideration to be
of different sizes (usually, the interest is then in estimating the cardinality of one of these



sets), and then it useful to have the unbalanced version in Theorem 2. To demonstrate this
(beyond the refinement of the aforementioned result in [23]), let us describe one of these
problems in more detail; other applications will be given in Section 5.

Distinct distances between two lines. Consider the following special instance of the
distinct distances problem of Erddés. Let #1, /5 be two lines in the plane which are neither
parallel nor orthogonal, and let P; be a finite set of points on ¢;, for ¢ = 1,2. Sharir et
al. [25] have recently shown that the number of distinct distances between pairs in Py x P,
is

0 (min {\P1]2/3\P2|2/3, 1P, |ng2}> .

To see the connection with the Elekes-Ronyai setup, let D denote the set of all squared
distinct distances determined by P; x P,, and consider the function F': £ x {5 — R, given
by F(p,q) = ||p—¢q||>. Let M denote the number of triples (p, ¢, d) € Py x P, x D, for which
d = F(p,q). By the definition of D, we have M = |P;||P2|. Thus an upper bound on M (in
terms of |Py|, | P, and |D|) would yield a lower bound on |D|. This is essentially the setup
in Theorem 2, if we regard ¢; and {5 as two copies of R, so that F' becomes a quadratic
bivariate polynomial over R. Then, by Theorem 2, stated below, either f is of one of the
special forms specified in the theorem, which can be shown not to be the case, or else

P[P = M = O (P PPIR + |2y + Bl ) IDJ2)
which implies that
D =@ (win {|P 2| B2, P2, P2}, (1)

which is exactly the bound obtained in [25]. (There are several simple ways to show that f
is not of one of the specific forms, which we omit in this quick discussion.)

Extensions. The high-level approach used in this paper can be viewed as an instance
of a more general technique, applicable to geometric problems that involve an interaction
between three sets of real numbers, where the interaction can be expressed by a general
trivariate (constant-degree) polynomial equation F'(z,y, z) = 0. This is very much related to
the setup considered by Elekes and Szabé [10], and we will discuss the issues involved in this
extension at the end of the paper. Such an extension would facilitate further applications
of the new machinery, to a variety of problems of this kind.

Two recent studies, by Solymosi and Sharir [26] and by Raz et al. [21], involve prob-
lems of this form. The former paper studies the problem of obtaining a lower bound on
the number of distinct distances between three non-collinear points and n other points in
the plane (the lower bound obtained there is Q(n%!)). The latter paper reconsiders the
problem, previously studied by Elekes et al. [9], of obtaining an upper bound on the number
of triple intersection points between three families of n unit circles, where all the circles of
the same family pass through a fixed point in the plane (the upper bound obtained there is
O(n'/%)). In both cases the analysis follows a general paradigm, similar to the one in this
paper (except that the underlying polynomial is trivariate rather than bivariate), and faces
a technical issue that is handled by problem-specific ad-hoc techniques. This issue, which
we do not yet spell out, will become clear after digesting our analysis, and will be discussed
in the concluding section.



1.2  Our results
Our main result, for the case |A| = |B| = |C], is as follows.

Theorem 1 Let A, B, and C be three finite sets of real numbers, each of cardinality n.
Let f € Rlu,v] be a bivariate real polynomial of constant degree d > 2, and let M denote
the number of intersection points of the surface w = f(u,v) with A x B x C in R®. Then
either M = O (n11/6), where the constant of proportionality depends on deg f, or f is of
one of the forms f(u,v) = h(p(u) + ¥ (v)), or f(u,v) = h(p(u) - (v)), for some univariate
polynomials @, 1, h over R.

As mentioned earlier, in certain applications, the sets A, B, C are not of the same cardi-
nality. As promised, our analysis caters to these asymmetric situations too, and establishes
the following more general result.

Theorem 2 Let A, B, and C be three finite sets of real numbers. Let f € Rlu,v] be
a bivariate real polynomial of constant degree d > 2, and let M denote the number of
intersection points of the surface w = f(u,v) with A x B x C in R3. Then either

M=0 (mm {|A]2/3|B]1/2|C!2/3 + |AIY2 B30 + | Al + | B,
(1421 + 4] + |BI) 2},

again where the constant of proportionality depends on deg f, or f is of one of the forms
flu,v) = h(e(u) + ¥(v)), or flu,v) = h(e(u) - ¥(v)), for some univariate polynomials
p, 1, h over R.

The following is an immediate consequence of the second part of the bound in Theorem 2,
which suffices for many of our applications. It is obtained by putting C = f(A, B) and
M = |A||B|. We do expect, though, that further applications will need to exploit the full
generality of our bounds.

Corollary 3 Let A, B C R be two finite sets, and let f be a bivariate constant-degree real
polynomial. Then, unless [ is of one of the special forms specified in the statement of
Theorem 2, we have

F(A, B) = @ (win {JAPP| B2, (AP, |B2}).

We prove only Theorem 2, and do it in two parts, respectively establishing the first
expression (in Section 3) and the second expression (in Section 4) in the asserted bound.
(Either of these proofs in itself suffices to obtain Theorem 1 in the balanced case |A| =
|B| = |C], so there is no need to digest both proofs for this special case, but they provide
different bounds and cater to different ranges of |A|, |B|, and |C| in the unbalanced case.)

In Section 5 we present several applications of our result. Most of these problems have
already been considered in the literature, but our machinery yields improved bounds, and
simplifies some of the earlier proofs. These applications include (i) lower bounds on the
number of distinct slopes determined by points on a curve, and on the number of distinct
distances determined by such points, and (ii) lower bounds for variants of the sum-product
problem.



2 Preliminaries

Algebraic preliminaries. Let K be a field, and let p be a bivariate polynomial with
coefficients in K. We say that p is decomposable over K if we can write p(u,v) = rogq(u,v) =
r(q(u,v)), where r is a univariate polynomial of degree at least two, and ¢ is a bivariate
polynomial, both with coefficients in K. Otherwise, p is said to be indecomposable (over
K). Tt is easy to see that a decomposable polynomial p over K is reducible over K, where
K stands for the algebraic closure of K. Indeed, if p = roq, where r and ¢ are as before,
then p(u,v) = [[;(¢(u,v) — 2), where z;, i = 1,...,degr, are the roots of r (which is indeed
a non-trivial factorization since degr > 2).

The following theorem of Stein [28] is crucial for our analysis. (See Shen [27] for an-
other recent application of Stein’s theorem to a related problem.) It is concerned with the

connection between the decomposability of p and the reducibility of p — A, for elements
Ae K.

Theorem 4 (Stein [28]) Let .f_( be an algebraically closed field, and let p be a bivariate
polynomial with coefficients in K. If p is indecomposable over K, then

[{A € K | p— X is irreducible over K}| < degp.

The requirement in Theorem 4, that the field under consideration be algebraically closed,
is not essential, as shown by the following theorem, taken from Ayad [1, Theorems 4 and
7].

Theorem 5 (Ayad [1]) Let K a field of characteristic zero, and let p be a bivariate polyno-
mial with coefficients in K. Then f is decomposable over K if and only if it is decomposable
over K.

Combining Theorem 4 and Theorem 5, we obtain the following corollary, which is formulated
specifically for our needs in the proof of Theorem 1.

Corollary 6 Let p be a bivariate polynomial in R[x,y]. If p is indecomposable over R, then
H{A € R | p— X\ is irreducible over R}| < degp.

We also make use of the classical bivariate Bézout’s theorem (see, e.g., [4]), again spe-
cialized to real polynomials.

Theorem 7 (Bézout) Let f and g be two bivariate polynomials over R, with degrees df
and dg, respectively. If f and g vanish simultaneously at more than dydg points of R?, then
f and g have a common non-trivial factor.

The following result is useful in analyzing the zero set of a bivariate polynomial on a
grid. It is a specialization to two dimensions of the more general result presented in [22]
and [34].

Lemma 8 (Schwartz-Zippel Lemma [22, 34]) Let g be a real bivariate polynomial of
degree 0, and let U,V be two finite point sets in R?, with |U| = |V| = n. Then g has at
most on zeros in U x V. In case |U| # |V|, this number is min{o|U]|, 0|V|}.



Combinatorial preliminaries. One of the main ingredients of the proof of Theorem
2 will be a reduction to a problem involving incidences between points and curves in the
plane. We therefore recall some basic results in incidence theory, which has its roots in the
following classical result of Szemerédi and Trotter [31].

Theorem 9 (Szemerédi-Trotter [31]) The number of incidences between m distinct points
and n distinct lines in R? is O(m?/3n?/® 4+ m + n).

Theorem 9 has seen a number of generalizations. For example, we have:

Theorem 10 (Pach-Sharir [19]) Let P be a collection of m distinct points in R? and S
a collection of n distinct curves with k degrees of freedom, i.e., there exists a constant Cy
such that any two curves can meet in at most Cy points and at most Cy curves can contain

any k given points. Then the number of incidences between the points of P and the curves
k 2k—2

of S is O (mﬁn%—l +m+ n), where the implicit constant depends only on Cy and k.

(In the Szemerédi-Trotter setup, k = 2.) Theorem 10 was proved using the Crossing Lemma
of Ajtai et al. and of Leighton (see, e.g., [18] for a more recent exposition), which provides
a lower bound for the edge-crossing number for graphs embedded in the plane. It was first
employed in incidence geometry by Székely [30], where, among other results, it has yielded
a simple and elegant proof of the Szemerédi-Trotter theorem.

Theorem 11 (Crossing Lemma) Let G = (V, E) be a simple graph drawn in the plane.
Then
[E| =0 (V] + VPPer(@)?),

where Cr(QG) is the number of pairs (e,€’) of edges of E, such that the drawing of e and €'
cross each other.

3 Proof of Theorem 2: Part 1

The proof is given in two installments, each establishing (when f does not have one of
the special forms) a different upper bound on M; the combination of these bounds yields
Theorem 2. The first part is presented in this section, and the second part in Section 4. As
noted, when |A| = |B| = |C], both parts of the proof yield the same bound, and there is no
need to have both.

Proposition 12 Let A, B, and C be three finite sets of real numbers. Let f € Rlu,v]
be a bivariate real polynomial of constant degree d > 2, and let M denote the number of
intersection points of the surface w = f(u,v) with A x B x C in R3. Then either

M = O (JAPRBIY2ICP/S + | A BRRICIS + Al + 1B

with a constant of proportionality that depends on d, or f is of one of the forms f(u,v) =
h(e(u) + ¥ (v)), or f(u,v) = h(p(u) - ¥(v)), for some real univariate polynomials v, 1, h.



Proof. First consider the case where f is indecomposable. We put d,, = deg,(f) and
d, = deg,(f) (so d < d, + d,). With each pair (a,c) € A x C, we associate a curve 7, in
R3, defined as

Ya,c i= {(a:,y,z)E]R3|y:f(a,z)Ac:f(a:,z)}. (2)

Ya,c is the intersection curve of the two cylindrical surfaces

04 = {(z,y,2) € R? |y = fl(a, 2)} and o :={(x,y,2) € R? | ¢ = f(z,2)}

in R3. To see that this is indeed a (one-dimensional) curve, note that for every value of z, y
is determined uniquely by the equation y = f(a, z), and, with the possible exception of at
most d values of z, there are at most d values of x for which ¢ = f(x, z). The exceptional
values zg of z are those for which f(u, zp) is independent of u, and this can happen at most
d times, because for every such zg, z — zg is a factor of f(u,z). (If this happens for every
value of z then f is independent of u and thus has a degenerate version of the asserted
special forms.) Hence the intersection 7, . cannot be two dimensional.

Note that there are at most d,, pairs (a,c) € A x C that are associated with the same
curve. Indeed, let 4 be some curve of the form (2), and let (x,y, z) be a generic point of 4.
A pair (a,c) which is associated with 7 satisfies y = f(a,z) and ¢ = f(x, z). This clearly
determines ¢ uniquely, and a is one of the at most d,, roots of y = f(a, z2), regarded as a
polynomial in a. (As just argued, we may assume that at a generic point, f(a,z) is not a
constant polynomial in a.)

We let v, denote the projection of 7, . onto the zy-plane in R3, which we identify with
R2. In other words, 7, is the locus of all points (x,y) € R? for which there exists z € R,
such that y = f(a, z) and ¢ = f(z, 2).

Let T' := {yac | (a,¢) € A x C} denote the multiset of these curves, allowing for the
possibility that the same projection might be shared by more than one original curve, even
though the original curves themselves are (up to a constant multiplicity) distinct, as argued
above, and let I denote the number of incidences between the curves of I' and the points of
II := A x C; since the curves of I' can potentially overlap or coincide, we count incidences
with multiplicity: A point lying on k coinciding curves (or, more precisely, on an irreducible
component shared by k of the curves) contributes k to the count I.

Recall that M, as defined in the theorem, is the number of intersection points of the
surface! y = f(z,2) with the point set A x C x B in R?. We obtain an upper bound on M
as follows. For each b € B, put

I, = (A x C), = {(a,c) € Ax C|c= f(a,b)},

and put My = |II| = [(A x C),|. We clearly have M =, 5 M,,.

Fix b € B, and note that for any pair of pairs (a1, c1), (az,c2) € Iy, we have (a1, ca) €
Yag,er and (ag,c1) € Yay,co- Moreover, for a fixed pair (ai,c1), (ag,c2) of this kind, the
number of values b for which (a1, ¢1) and (ag, c2) both belong to II; is at most the constant v-
degree d,, of f, unless w— f(u, v) vanishes identically on the two lines (a1, c1) xR, (a2, c2) xR.
The latter situation arises when f(a1,v) and f(ag,v) are both independent of v. Similar to
what has been argued earlier, this can occur for at most d?> quadruples (ay,c1), (as,c2) of

Note that the roles of the y-axis and the z-axis are reversed in the present setup.



this kind (that is, at most d2 pairs a1, ag; the values of ¢1, ca are unique in this case, for a
fixed choice of aj,az). It then follows, using the Cauchy-Schwarz inequality, that

1/2
=Y (Ta) i g

beB beB
< (dI +d2B)"? B2 =0 (11/21311/2 + \B\) .

Hence deriving an upper bound on I would yield an upper bound on M. Bounding I is
an instance of a fairly standard point-curve incidence problem, which can in principle be
tackled using the well established machinery reviewed in Section 2. However, to apply this
machinery, it is essential for the curves of I" to have a constant bound on their multiplicity.
More precisely, we need to know that no more than O(1) curves of I' can share a common
irreducible component. When this is indeed the case, we derive an upper bound on the
number of incidences, using the following proposition, whose proof is deferred to Section
3.1.

Proposition 13 Let I' and Il be as above, and assume that no more than mgy := d,d, +
dyd(d+dy, —1) curves of T' can share an irreducible component. Then the number I of inci-
dences between T and 11 is O(|T|>/3|T1>/3 + |T| + |I1|), where the constant of proportionality
depends on d.

Since |II| = |I'| = |A||C]|, it follows that in this case I = O (|A]4/3|C]4/3). Plugging this
bound into (3), we get M = O (|A|2/3]B|1/2]C|2/3 + |BJ).

In the complementary case, namely when there exist m > mg curves of I' that share an
irreducible curve, we start all over again, with the roles of the variables u, v of f switched.
Although the analysis is fully symmetric, we spell out a few details in the interest of clarity.
We now associate with each pair (b,c) € B x C a curve %, in R3, defined as

e = {(x,y,2) € R3 |y = f(z,b) Ne = f(z,2)}.

We let v, . denote the projection of 4, . onto the xy-plane in R3, which we identify, as above,
with R?. Then 7. is the locus of all points (z,y) € R? for which there exists z € R, such
that y = f(2,0) and ¢ = f(z,2). Welet T := {3 | (b,c) € B x C} denote the multiset
of the projected curves, and let I denote the number of incidences (again, counted with
multiplicity) between the curves of I" and the points of I := B x C.

With this shuffling of coordinates, M is now the number of intersection points of the
surface y = f(z,z) with the point set B x C' x A in R3. If no more than g = d,d, +
dyd(d+d, — 1) curves of ' can share a common irreducible component (note that the roles
of d,, and d, are switched, as they should be, in the definition of mg), we apply Proposition
13 to T and IT and derive an upper bound on I. The analysis is fully symmetric to the one
given above, and yields

M=0 (f1/2|A|1/2 + |A|> =0 (|A\1/2|B\2/3|C\2/3 + |A\) .

Thus we have proved the following lemma.



Lemma 14 If either (i) no irreducible curve is a component of more than mgy curves of
I, or (ii) no irreducible curve is a component of more than mgy curves of I, we have

M = O (AP |BIY2IC + | A2 BRPICPS + 4] +1BI)

Note that this is the bound asserted in Proposition 12. It thus remains to consider the case
where both T’ and T’ contain curves of large multiplicity, in the precise sense formulated in
Lemma 14. We show that in this case f must have one of the special forms asserted in the
theorem. (More precisely, since we are still under the assumption that f is indecomposable,
the analysis yields a more restricted representation of f; see below for more detail.) The
following proposition “almost” brings us to those forms.

Proposition 15 Suppose that there ezists an irreducible algebraic curve in R? that is shared
by more than my = dyd, + dyd(d + d, — 1) distinct curves of T'. Then f is of the form

f(u,0) = up(u)q(v) +r(v), (4)

for some real univariate polynomials p,q,r.

The proof of Proposition 15 is given in Section 3.2; it will exploit our (temporary) assump-
tion that f is indecomposable. Applying a symmetric version of Proposition 15, in which
the roles of A and B, and the respective x- and z-coordinates, are switched, we conclude
that we also have

f(u,v) = vp(v)q(u) + 7(u), (5)
for suitable real univariate polynomials p, g, 7.

Equating the two expressions (4) and (5), and substituting u = 0 (resp., v = 0), we get

r(v) = vp(v)q(0) + 7(0)
7(u) = up(u)q(0) + (0).
That is,
up(u)q(v) +vp(v)g(0) + 7(0) = vp(v)q(u) + up(u)q(0) + 7(0),
up(u)(q(v) — q(0)) +7(0) = vp(v)(q(u) — 4(0)) + r(0),

We note that r(0) = 7(0), because all the other terms in this equation are divisible by wuw.
That is, we have

up(u)(q(v) — q(0)) = vp(v)(q(u) — ¢(0)).

Assume first that ¢(v) —¢(0) is not identically zero; that is, ¢ is not a constant. The equality
just derived allows us to write (with a suitable “shift” of the constants of proportionality).

up(u) = ¢(u) — ¢(0), and vp(v) = q(v) — ¢(0).

That is, we have,

f(u,v) = up(u)q(v) + r(v) = up(u)q(v) + vp(v)g(0) + 7(0)
= (q(u) = 4(0))q(v) + (¢(v) = ¢(0))4(0) + r(0) = G(u)q(v) + 7(0) — ¢(0)q(0).



In the other case, ¢(v) is a constant cg, so (4) yields f(u,v) = coup(u) + r(v).

That is, we have shown that f is of one of the forms ¢(u) + ¥ (v) or (up to an additive
constant) ¢(u) - 1(v), for suitable univariate polynomials ¢, 1.

Finally, consider the case where f is decomposable. Then we may write f(u,v) =
h(fo(u,v)), where fy is an indecomposable bivariate polynomial over R, and & is a (non-
linear) univariate polynomial over R. We let Cy := h~!(C') denote the pre-image of C under
h. Note that since h is a polynomial of degree at most d (actually, at most d/2), every ¢ € C
has at most d values ¢ € R for which h(¢’) = ¢. Thus, |Cy| < d|C|, and the number M
of intersections of the surface z = fo(u,v) with the point set A x B x Cp in R? is at least
M. By the above analysis, applied to the polynomial fy and to the sets A, B and Cj, we
conclude that either M = ©(My) = O(|A|*/3|B|'/2|C|?/3 + |A|Y/?|B|*/3|C|*/® + |A| + |B|),
or fo is of one of the two forms ¢(u) + 1(v) or ¢(u) - ¥(v) (the extra additive term that
we got in the latter case can be “transferred” to the expression defining h). Hence, either
f is of one of the two forms h(p(u) + ¥ (v)) or h(p(u) - 1(v)), or M satisfies the bound in
Proposition 12, as asserted. This finally concludes the proof of the proposition. [

3.1 Proof of Proposition 13

We apply Székely’s technique [30], which is based on the Crossing Lemma, as formulated in
Theorem 11 (see also [18, p. 231]). As noted, this is also the approach used in the proof of
Theorem 10 in Pach and Sharir [19], but the possible overlap of curves requires some extra
(and more explicit) care in the application of the technique.?

We begin by constructing a plane embedding of a multigraph GG, whose vertices are the
points of II, and each of whose edges connects a pair m = (£1,m1), m2 = (§2,72) of points
that lie on the same curve 7, and are consecutive along (some connected component of)
Ya,c; the edge is drawn along the portion of the curve between the points. One edge for each
such curve (connecting 7; and mg) is generated, even when the curves coincide or overlap.
Thus there might potentially be many edges of G connecting the same pair of points, whose
drawings coincide. Nevertheless, by assumption, the number of overlap at any specific arc
is at most my.

In spite of this control on the number of mutually overlapping (or, rather, coinciding)
edges, we still face the potential problem that the edge multiplicity in G' (over all curves,
overlapping or not, that connect the same pair of vertices) may not be bounded (by a
constant). More concretely, we want to avoid edges (71, m2) whose multiplicity exceeds my.
(By what has just been argued, not all drawings of such an edge can coincide.)

To handle this situation, we observe that, by the symmetry of the definition of the
curves, 7, T2 € Yq,c if and only if (a,c) € v¢, n N Yeym- Hence, if the multiplicity of the
edge connecting m; and 7o is larger than mg then the curves e, ;, and 7, ,, intersect in
more than mg points, and therefore, since each is the zero set of a polynomial of degree d,
and since mg > d?, Bézout’s theorem (Theorem 7) implies that these curves must overlap
in a common irreducible component.

Note that, for a given (£1,71), the curve ¢, ., having degree d, has at most d irreducible

2The reason why we cannot apply Theorem 10 directly (with & = 2) is that it is possible for a pair of
points of II to have a non-constant arbitrarily large number of curves that pass through both of them; see
the analysis below.
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components, and, by the assumption on I', at most mg curves share a common irreducible
component. That is, each (£1,71) has at most (mg — 1)d “problematic” neighbors that we
do not want to connect it to; for any other point, the multiplicity of the edge connecting
(&1,m) with that point is at most mg; more precisely, at most mg curves 7, pass through
both points.

Consider a point (£1,71) and one of its bad neighbors (€2,72); that is, they are points
that lie on too many common curves. Let v, . be one of the curves along which (&1,m1)
and (£2,79) are neighbors.® Then, rather than connecting (£1,71) to (£2,72) along Y,.., we
continue along the curve from (£1,71) past (£2,72) until we reach a good point for (&1,71),
and then connect (£, 71) to that point (along 7,,). We skip over at most (mg — 1)d points
in the process, but now, having applied this “stretching” to each pair of bad neighbors, each
of the modified edges has multiplicity at most 2mg (the factor 2 comes from the fact that
a new edge can be obtained by stretching an original edge from either endpoint).

Note that this edge stretching does not always succeed: It will fail when the connected
component v of 7, . along which we connect the points contains fewer than (mg — 1)d + 2
points of II, or when 4/ is unbounded and there are fewer than (mo—1)d points of II between
m1,m2, and an “end” of «. Still, the number of new edges in G is at least I[(II,T") — AT,
for a suitable constant A, where the term A|I'| accounts for missing edges on connected
components of the curves, for the reasons just discussed. By what have just been argued, the
number of edges lost on any single component is at most O(mqd), so A = O(mod?) = O(1).

The final ingredient needed for this technique is an upper bound on the number of
crossings between the (new) edges of G. Each such crossing is a crossing between two
curves of I'. Even though the two curves might overlap in a common irreducible component
(where they have infinitely many intersection points, none of which is a crossing®), the
number of proper crossings between them is O(1), as follows, for example, from the Milnor—
Thom theorem (see [17, 32]), or Bézout’s theorem (Theorem 7). Finally, because of the way
the drawn edges have been stretched, the edges, even those drawn along the same original
curve 7y, ¢, may now overlap one another, and then a crossing between two curves may be
claimed by more than one pair of edges. Nevertheless, since no edge straddles through more
than (mg — 1)d points, the number of pairs that claim a specific crossing is O(mod) = O(1).
Hence, we conclude that the total number of edge crossings in G is O(|T|?).

We can now apply Theorem 11, and conclude that
I(IL,T) = AIT| = O (|] + [IP/3 |22

or

I(I1,T) = O (T3 4 1] + 1Y)

with the constant of proportionality depending on d, as asserted. [

3.2 Proof of Proposition 15

We may assume that 4" does not contain any portion that is contained in a horizontal line,
or, since 7/ is assumed to be irreducible, that 4’ is not a horizontal line.

3We make the pessimistic assumption that they are (consecutive) neighbors along all these curves, which
of course does not have to be the case.
4In particular, overlapping edges drawn along such a component are not considered to cross one another.
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For this, first note that it suffices to consider only curves 7, for which f(a,v) is non-
constant (regarded as a polynomial in v). Indeed, there are at most d, values of a, for
which f(a,v) is independent of v. By applying the Schwartz-Zippel lemma (Lemma 8) to
the polynomials (v, w) — f(a,v) — w, for each of these exceptional values a, it follows that
the number of triples (a,b,c) € A x B x C for which a is problematic (in the above sense)
and f(a,b) = cis d, - O((|B| +|C|)d,), which is subsumed in the asserted bound on M.

Next, consider a value z € R for which f(u,z) is independent of u. There are at most
d, such values of z, and each of them determines exactly one value ¢ = f(u,z) (which
depends only on z). By applying the Schwartz-Zippel lemma, this time to the polynomials
(u,v) — f(u,v)— ¢, for each of these at most d, special values ¢, it follows that the number
of triples (a,b,c) € Ax B x C, for which c is one of these exceptional values and f(a,b) = ¢,
is dy - O((|A] + |B|)d). This is again subsumed in the asserted bound on M, and we may
ignore such values ¢ € C' in our analysis. To recap, by trimming A and C accordingly, we
may now assume that (i) for each a € A, f(a,z) is non-constant in z, and (ii) for each
¢ € C, no value zp € R yields a constant polynomial f(u, zp) (i.e., independent of u) whose
value is c.

Now if 4" were a horizontal line of the form y = g then, for any curve 7, . that contains
+', the system

f(a’ Z) =To
f(§7 Z) =¢

in the variables &, z, would have infinitely many solutions. By our assumption, f(a,z) is
non-constant in the variable z, and hence z is one of the at most d, roots of f(a,z) = np.
Hence, to get infinitely many solutions &, z, it must be that £ — f(&, z) is independent of .
But then z is one of the exceptional values discussed above, and our pruning of C ensures
that f(&,2) € C, and hence f(§, z) = ¢ does not have infinitely many solutions. That is, in
the reduced configuration, 4/ cannot be a horizontal line.

Let (£,m) be a regular point of 7/, and let («, 3) denote the direction vector of the line
tangent to 4" at (£,n). For reasons to be clarified later, we choose, as we may, the point
(&,m) so that f,(§,v) (regarded as a polynomial in R[v]) is non-constant, and so that the
polynomial n — f(u,v) € Rlu,v] is irreducible over R. Indeed, for the former property we
only need to avoid the at most d,, (common) zeros £ of the coefficients of the nonconstant
monomials of f, (regarding f, as a polynomial in v). For the latter property, we use our
assumption that f is indecomposable. In this case Corollary 6 says that there are at most
a constant number of values 7 for which n — f(u,v) is reducible over R. Hence, in total,
since 7' does not contain any horizontal line, we need to avoid at most a constant number
of points (£,7n) on +' to have these two properties, and we let (£,7) be one of the other
(infinitely many) regular points of ~'.

By assumption, there are m > d,d, + d,d(d + d, — 1) pairs (a;,¢;), i = 1,...,m, such
that the curves 7q, ., all contain + (and in particular, a neighborhood of (¢,7) along +/).
We recall the definitions, for the convenience of the reader.

Farer = {(@,9,2) €R® |y = flag,2) Aei = f(,2)} = 00, N 0,

where
0a; = {(z,y,2) € R® | y = f(as,2)}
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or i ={(z,y,2) eR*| ¢; = f(x,2)},

Cq

and
Yare; = {(x,y) € R? | 3z € R such that y = f(a;,2) Aci = f(z,2)}.

Then, for each i = 1,...,m, there exists a point z; € R for which p; := (£,7, zi) € Ya,c,-
Observe that the values z;, ¢ = 1,...,m, are not necessarily distinct, but nevertheless the
cardinality m' of {z; | i = 1,...,m} is at least m/d,. Indeed, for a given value zy, the
equation ¢ = f(§,z0) determines ¢ uniquely, and the equation n = f(a,z2p) determines
at most d,, possible values of a. (For the latter claim, we note that f(a,zy) cannot be
independent of a and satisfy f(a,z9) = 7, for that would imply that n — f(u,v) is divisble
by v— zp, contradicting the assumption that n— f(u, v) is irreducible and that d > 2.) Then
there are at most d,, pairs (a;, ¢;) with (£,7, 20) € Ja,,c;» and hence at most d,, indices i for
which z; = z9. Thus |{z; |i=1,...,m}| > m/d,, as claimed. Therefore we may assume, by
re-indexing if needed, that the values z1, ..., 2, are distinct, with m’ > d, + d(d +d, — 1).

Observe that for at least m’ —d,, of the indices 1 < i < m/, the point p; is a regular point
of both 04,07 . Indeed, o4, is a smooth surface since it is the (cylindrical) graph of the
polynomial function y = f(a;, ). p; is singular in o7, only if f,(&, 2;) = 0, but this equation
is satisfied by at most d, values z. (Recall that by our choice of £, the polynomial f, (¢, z)
is non-constant in z.) Therefore we may assume, by re-indexing if needed, that each of the

points pi, ..., pmy is regular on both o4, and o7, with m” > d(d +d, — 1).

Let mq,, ., be the tangent planes of og,, 07, at p;, which are now well defined. The
normal vectors of m,,, 7 at (§,7, z;) are

n, = (Oa ]-a _f’v(aiazi))? nzi = (fu(é-azi)aoa fv(g’ Zi))a

respectively. Note that these values imply that 7., # 7., and thus the intersection m,, N7y,
is a line [. The direction vector of [ is orthogonal to both n,,, n7,, and is thus given by

i J k i J k fu(&: 2i)
Ng, ani = | Nggx Ng;y Ng;z2 | = 0 1 _fv(aiazi) = _fv(aiazi)fu(§7 Zz)
ng, ng, ng. fu(€,2i) 0 fu(& 2) —ful; zi)

By the assumption on (£, 7), the projection of n,; x n; onto the zy-plane is parallel to
(a, B) (recall that («, 3) depends only on +' and not on a specific choice of (a;,¢;)). That
is, for every i = 1,...,m”, we have

Bfo(&, zi) + afulai, zi) fu(§, zi) = 0.

Consider the system of equations

{ gl(avz) = 5fv(£,2)+afv(a,z)fu(£,z) =0 (6)
92(a,2) :==n— f(a,z) =0,

with a, z being the unknowns. That is, (6) is satisfied by the m” > d(d+d,—1) distinct pairs
(ai,zi), i =1,...,m”, so it has at least d(d+d, — 1) + 1 solutions. Since deg g1 < d+d, —1
and deg go = d, Bézout’s theorem (Theorem 7) implies that the polynomials g;(a, z) and
g2(a, z) in R[a, z] must have a (non-constant) common factor. Recalling that, by our choice
of 11, g2 is irreducible over R, it follows that go divides g;.
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Note that the variable a has the same degree in both g; and g2. Indeed, its degree in go
is d,, and its degree in g; is at most d,; if the latter degree were smaller than d,,, go could
not divide g;. Hence g; must be of the form

g1(a, z) = ga(a, 2)h(2), (7)

with h being independent of a. We write

dy
o) =3 aw,
k=0
so fu(u,v) = Z“Ock( Yu¥. Then (7) becomes
dy dy
Bfu(&2) + o (Z C%(Z)ak> ful€,2) = (77 - Z%(Z)ak> h(z),
k=0 k=0
dy
Bfu(& 2) + afu( 2)cp(2) + Zafu (& 2)ck(2)a" = nh(z) — h(z)co(2) = Y h(z)er(2)a".
k=1

Hence we have, in particular,

roy—  h(z)
cp(2) = aful€,?)

for every 1 < k < d,. Hence, for every pair of distinct indices 1 < k,l < d,,, we have

cr(2)a(z) = cr(2)ei(2),

ck(2),

/
or, when ¢;(z) not identically zero, (CCI;((ZZ))) =0, or CC’;((ZZ)) = Py, for Bj; a constant. That
is, there exist constants A\; € R and a polynomial ¢(z) (independent of k), such that
ck(z) = Mgq(z), for k = 1,...,d,. (This also takes care of coefficients cy(z) that are

identically zero.) Hence,

du—1
fu,v) = co(v) +ug(v Z Mer1u®.

Putting p(u) := 221;61 Ae1u¥, we conclude that f is of the form f(u,v) = co(v)+up(u)q(v),
as asserted. [

4 Proof of Theorem 2: Part 2

So far we have considered two reductions where the parametric plane in which point-curve
incidences have been analyzed contained A x C' and B x C, respectively. In this section
we consider a somewhat more natural (or “standard”) setup, in which the dependence on
z is eliminated right away, and the emphasis is mainly on the sets A and B. This approach
leads to the second upper bound in Theorem 2. That is, we show:
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Proposition 16 Let A, B, and C be three finite sets of real numbers. Let f € Rlu,v]
be a bivariate real polynomial of constant degree d > 2, and let M denote the number of
intersection points of the surface w = f(u,v) with A x B x C in R3. Then either

M =0 ((JAPPIBPS + 4]+ |Bl)|CI'2 ),

with a constant of proportionality that depends on d, or f is of one of the forms f(u,v) =
h(o(u) + (), or f(u,v) = h(p(u) - p(v)), for some real univariate polynomials p, ), h.

Proof. Arguing as in Section 3, we may assume, without loss of generality, that f is
indecomposable. In the present “standard” setup, the curves are defined by

Yap = {(@,y) | fla,2) = f(b,y)}, (8)

for a,b € A. We let T' denote the multiset of these curves (so |I'| = |A|?, counting curves
with multiplicity), and put IT := B2. For each ¢ € C let M, denote the number of pairs
(a,b) € A x B such that f(a,b) = c. Then M = M. Let I = I(I,T') denote the
number of incidences between the points of II and the curves of I'. A similar argument to
that in the preceding section shows that, for every pair of pairs (a1, b1), (a2, b2) € A x B with
f(a1,b1) = f(az,bs), we have (b1,b2) € Ya,,0,. This implies, as before, that I > > - M2,
and then

1/2
M=) M< (Z Mf) e < e, (9)

ceC ceC
Hence the problem is reduced to obtaining an upper bound on I.

Bounding the number of incidences. Again, we are concerned with situations where
many curves of I share a common irreducible component 7'. We want to show that in this
case f must have one of the special forms asserted in the theorem. The complementary
case, in which no component 7 is shared by too many curves, will lead to the incidence
bound that we are after, as we detail next.

Note that in the definition of the curves (8), the roles of the variables u,v of f are
symmetric and can be reversed. Namely, we can consider the “dual” curves®

f)/g,n = {(Jf,y) | f(z.&) = [y, 77)}7 (10)

for £, € B. Then, for (a1,b1), (az,b2) € A x B, we have that (b1,b2) € V4, 4, if and only if
(a1,a2) € 73, 4, We let T denote the multiset of the curves V¢ e With (¢,m) € B2, and put
IT* .= A2

Let 'y (resp., I'jj) denote the set of irreducible curves that are shared by more than
mo = max{d2,d>} curves of I' (resp., of I'*). Incidences between points (£,7) € II and
curves 7, € I', such that the portion of 7, containing (£, n) is not in I'g, and the portion
of 7277 containing (a, b) is not in I'§, can be analyzed via Székely’s crossing-lemma technique
(see Theorem 11), as we did in the proof of Proposition 13 in Section 3, and their number

is thus at most

O (2T /% 4 1] + 1)) = O (JA**BIY® + |A] + |BJ) | (11)

STt is interesting to observe that, in contrast, in the setup of Section 3 the dual scenario involves the same
kind of curves as the primal one.
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where the constant of proportionality depends on d. (In more details, the only difference
from the proof of Proposition 13 is in analyzing the multiplicity of the edges in the con-
structed graph G; this multiplicity can be interpreted as the number of dual curves that
share an irreducible factor, and hence is bounded by myg, due to our exclusion of incidences
that occur on curves of I'f).)

If at least half the quadruples in Q = {(a,&,b,n7) € (A x B)? | f(a,&) = f(b,n)}
correspond to incidences that occur on primal curves that are not in I'g, and on dual curves
that are not in I'jj, then the expression in (11) serves as the desired upper bound on I,
which, combined with (9), yields the bound on M asserted in the proposition. We may thus
assume that at least half the quadruples in @) correspond to incidences that occur either
on primal curves of I’y or on dual curves of T'§, and, without loss of generality (by the
symmetry of the two settings), that at least a quarter of the quadruples in @) correspond
to incidences that occur on primal curves of I'y. We refer to the curves in I'g as popular
curves.

Curves with larger multiplicity: Reducibility and its consequences. Consider
then incidences that occur on popular curves. Let )y denote the subset of quadruples
(a,p,b,q) in @ such that the irreducible component of 7, that contains (p, q) is popular.
We have the following key proposition, whose proof is given in Section 4.1.

Proposition 17 There exists a bivariate polynomial h, that depends only on f, such that
degh < 2d%, and h is of one of the forms ¢(u) +¥(v), or ¢(u) - ¥ (v), for some univariate
polynomials @, (that depend only on f), and such that the following property holds. For
at least |Qo| — O(JA||B|) quadruples (a,p,b,q) of Qo, we have h(a,p) = h(b,q).

Recall that we are currently assuming that at least a quarter of the quadruples in @
correspond to incidences that occur on curves of I'y. That is, |Qo| = O(|Q|). We remove
from C all elements ¢ for which ¢ — f(u,v) is reducible. Since we continue to assume that
f is indecomposable, Corollary 6 tells us that the number of values ¢ for which ¢ — f(u,v)
is reducible is smaller than d, and an application of the Schwartz-Zippel lemma (Lemma 8)
implies that, for each such ¢, the number of pairs (a,p) € A x B satisfying f(a,p) = c is
O((JA| + |B|)d), so the number of quadruples associated with these exceptional values is
O((JA| + |B|)?), and we simply ignore them in our analysis (recall that this argument has
already been used in earlier parts of the analysis). We may assume that |Qp| is much larger
than this bound, for otherwise |Q| satisfies the bound in (11) and we are done. By removing
at most O(]A||B|) additional quadruples from )y, as prescribed in Proposition 17, we may
also assume that h(a,p) = h(b, q), for each surviving quadruple (a,p, b, q) € Q.

With these reductions, we conclude that there exists a pair (a,p) € A x B that partic-
ipates in at least t := |Qo|/(|A||B|) quadruples (a,p,b,q) of Qq, so that, for ¢ = f(a,p) =
f(b,q), ¢ — f(u,v) is irreducible, and ¢ = h(a,p) = h(b,q). We put ¢’ = h(a,p), and note
that ¢ and ¢ are fixed once (a,p) is fixed.

Assume first that the polynomial h(u,v) is indecomposable. In this case we can apply a
fully symmetric argument to h, and, by possibly discarding another set of O((|A| + |B|)?)
quadruples from @, involving pairs (a, p) for which h(a, p) —h(u, v) is reducible, be left with
quadruples involving only pairs (a,p) for which (a,p) satisfies all the properties assumed so
far, and h(a,p) — h(u,v) is also irreducible.
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Now fix a pair (a,p) € A x B satisfying all the above properties. For at least ¢ pairs
(b,q), we have

That is, the polynomials f(a,p)— f(u,v) and h(a,p) — h(u,v) have at least ¢ common roots.
Hence, unless t is at most some suitable constant (in which case |Q| = O(|Qo|) = O(|4]||BY)),
well below the bound in Proposition 16), these polynomials have a common factor. But
since f(a,p) — f(u,v) and h(a,p) — h(u,v) are both irreducible, they must be proportional
to one another, implying that

f(uvv) = ah(u’ U) + B,

for suitable constants «, 3.

Next we consider the case where h is decomposable. We have the following simple claim.

Claim 18 Let h be any polynomial of the form h(u,v) = p(u)+1(v), for some non-constant
univariate real polynomials w,1v. Then h is indecomposable.

Proof. Suppose to the contrary that h is decomposable, and write h(u,v) = r(ho(u,v)),
for some nonlinear univariate polynomial r and a bivariate polynomial hg. We have

p(u) + P (v) = r(ho(u, ).

Taking derivatives of both sides with respect to the variable u yields

¢ (u) = r'(ho(u, v)) (ho)u(u, v).

Since by assumption ¢’(u) # 0 (and by the unique factorization property over R), r/(ho(u, v))
must divide ¢’(u) and thus be independent of v. Since 7 is nonlinear, this is easily seen to
imply that hg itself, and thus h too, must be independent of v, contradicting the assumption
that ¢(v) is non-constant. O

Hence, a decomposable h must be of the form h(u,v) = p(u)y(v). We write h(u,v) =
r(ho(u,v)), where hg is indecomposable, and r is a nonlinear univariate real polynomial.
Using the same argument as before, we may assume that we are left with quadruples in-
volving only pairs (a, p) for which all the previous properties are satisfied (with the values
¢, fixed), and ho(a,p) — ho(u, v) is irreducible. Now consider the equation r(s) = ¢/, which
has at most degh < d? real roots, and enumerate those roots s for which s — ho(u,v) is
irreducible as s1, ..., sq, for some d’ < d?. We have at least ¢ elements (a,p) € (A x B).
for which ho(a,p) € {s1,...,54}, and so there is an index j such that at least ¢/d’ > t/d>
elements (a,p) € (A x B), satisfy ho(a,p) = s;.

Now fix (a,p) € (A x B). as one of these pairs. Then, for at least ¢/d? pairs (b, ¢), which
share the same properties with (a,p), we have

f((l,p) - f(baQ) =0
hO(aap) - hO(bv Q) = 0.
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That is, the two irreducible polynomials f(a,p)— f(u,v) and ho(a, p) —ho(u, v) have at least
t/d? common roots. Arguing as in the previous case, assuming ¢ to be sufficiently large,
this implies that

f(u7 U) = O[ho(u, U) + 67
for suitable constants «, f.

To complete the analysis we claim that hg is of the form ho(u,v) = p1(u)1(v) + 2,
for some real univariate polynomials ¢1,%1, and z € R. Indeed, we can factor r» over R
into a product of linear and irreducible quadratic factors. If there is at least one linear
factor then the corresponding factor of r(ho(u,v)), of the form hy(u,v) — z, for some z € R,
divides ¢(u)1(v), and thus must be of the form ¢;(u)y1(v), implying the claim. Otherwise,
consider an irreducible factor of the form (hg — w)? + 22, for z,w € R. That is, we must
have

(ho(u, v) = w)* + 2° = g1 (w)en (v),

for suitable polynomials @1, ;. Taking derivatives of both sides of this identity with respect
to the variable u, we get

2(ho(u, v) = w)(ho)u(u, v) = @y (u)r (v).
Hence ho(u,v) —w must divide ¢} (u)i1(v), so, as above, hg has the asserted form.

In summary, we have covered all subcases, and have shown that the existence of a large
number of curves that overlap in a common irreducible component implies that f has one
of the special forms. So far we have assumed that f is indecomposable, but, as noted in the
beginning of the proof, the case where f is decomposable can be handled as in Section 3.
We have thus completed the proof of Proposition 16, that is, of the second part of the proof
of Theorem 2. O

4.1 Proof of Proposition 17

We begin the analysis with the following lemma, which derives a useful property involving
reducibility of bivariate polynomials of the special form p(z) — ¢(y) that we consider here.
To prepare for the lemma, we introduce the following notation. For a bivariate polynomial
u(x,y), let u*(x,y) denote the polynomial which is the sum of all monomials of u(x,y)
of maximum total degree. We refer to u*(z,y) as the leading-terms polynomial, or LT-
polynomial in short, of u(x,y). Note that if u(x,y) = v(x,y)w(z,y) then necessarily we
also have u*(z,y) = v*(x, y)w*(z,y).

Lemma 19 Let f,g € R[z,y| be two polynomials of the special form

f(z,y) =pi(z) — a1 (y)
9(x,y) = pa(r) — q2(y),

and assume that they have a nontrivial common factor. Assume also that, for i = 1,2,
degp; = degq;, and denote this common value by d;. Write

p1(z) — a1 ()]* = @™ — biy™
[p2(2) — q2(y)]* = aza® — boy™,
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for suitable nonzero coefficients a1, b1, as, ba. Then we have

do dy
al ag
et — (= . 12
<b1> <b2> (12
Proof. The proof proceeds by induction on max{d;,ds}. The case where d; = dy =

1 is easy, because two linear polynomials have a common factor if and only if they are
. ai a2 . . . .
proportional to one another, so we have PRl which establishes the induction base.
1 2

Consider then the pair f(x,y), g(z,y) assumed in the lemma, with respective degrees
di,do, and assume that the lemma is true for all pairs of polynomials of maximum degree
smaller than max{d, ds}.

Let r(x,y) denote the common factor of f and g. Assume without loss of generality
that do > di. By dividing p; and g1 by b1 and p2 and ¢o by by, we may write

Fzy) = () — @) = az® —y®
9" (x,y) = [pa(x) — ga(y)]* = con™ — y®,
where ¢ = a1/b; # 0 and ¢3 = az/bs # 0.
As noted above, the fact that r is a common factor of f and g implies that r* is a
common factor of f* and ¢g*. Hence it is also a factor of

6233d2_d1f* — gt = clyd2 _ 62$d2—d1yd1

d do—d do—d
:yl(clyQ U eqr® 1)‘

However, r* cannot have any power of y as a factor because then it could not divide f* and
g*. Hence r* is also a factor of

do—d; 2—d1'

h*(z,y) = cow — ay®

If ds = dy then h* = ¢ — ¢1, which must be 0 since r* divides h*. That is, in this case we

have
da d1
w_a (@) (e
b by <b1> <b2> ’

as asserted. Assume then that d; < dy. Since max{d;,ds — d1} < max{di,ds}, we may
apply the induction hypothesis to® f* and h*, and therefore conclude that

o d1 a do as dy
- = c‘lb_dl, or cgl = ccllQ, or — == .
1 by ba

This establishes the induction step and thereby completes the proof. O

Let us return to the setup under consideration, where we have a multiset I" of curves of
the form

Ya,b = {(.757y) ’ f(aPT) = f(b7 y)},

for a,b € A, and we want to analyze the situation where we have an irreducible component
7' that is contained in at least mg + 1 = max{d2,d2} + 1 of these curves. Denote by S(v')

ur v

the set of all the pairs (a,b) € A% that define these curves.

5Note that here we work directly with the LT-polynomials.
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Fix three generic, regular points (&1,m), (§2,72), (€3,7m3) € v/, so that they satisfy con-
ditions (i) and (ii), spelled out shortly below. We have

fla, &) — f(b,mi) =0, fori=1,2,3, and for (a,b) € S(v). (13)

Write f(u,v) = Z?;O ci(v)ut, and let 0 < k < d,, denote the maximal index for which
¢k(v) is non-constant in v. If k& does not exist then f(u,v) does not depend on u, so it has
(a degenerate version of) one of the special forms in the theorem. If k& = 0 then f(u,v)
is of the form ¢(u) + co(v), for a suitable univariate polynomial ¢, so again it has one
of the special forms. Assume then that & > 1 and that the points (&;,7;), ¢ = 1,2,3,
are chosen so that (i) ¢ does not vanish at any of the six points &, n;, and (ii) for any
1<i<j <3, ex(&) # cr(&5) and cp(n;) # ci(n;). To see that such a choice is possible, we
note that ¢ is non-constant and that 4’ is not a line parallel to one of the axes. (The latter
property holds because the polynomial defining ' is a factor of f(a,z) — f(b,y), and we
may assume (arguing as in Section 3) that (a, b) is not one of the at most d2? pairs for which
f(a,x)— f(b,y) is independent of one of the variables x,y). Hence, there are infinitely many
ways to choose such points (&;,7;). From (13), we get the system of equations

fla, &) — fla,&2) — f(b,m) + f(b,m2)
f(a7€3) - f(ba 773)

which, as equations in a and b, have at least mg -+ 1 > d? common roots; the purpose of the
first equation in (14) is to get rid of the v-independent leading u-terms of f. Since the first
equation in (14) has degree k and the second has degree d,,, and since mg + 1 > d2 > d,k,
Bézout’s theorem (Theorem 7) tells us that

f(aagl) - f(a>§2) - f(bv 771) + f(bv 772)a f(a>€3) - f(bv 773)

(regarded as polynomials in a,b), have a common factor. We can therefore apply Lemma 19
to these two polynomials. We have

[f(a,&) = f(a, &) = F(bym) + F(b,ma)]* = (cx(&1) — er(€2))a” — (cr(m) — cx(m2))b"
[f(a, &) — f(b,m3)]" = ca, (&3)a™ — ca, (13)0™,

where, by construction, all the coefficients in the right-hand sides are non-zero. Lemma 19

thus implies that . N e )
<Ck(771)—6k(7l2)) - <Cdu(773)> ' (15)

(14)
0,

We distinguish between two cases, depending on whether (15) holds for k < d,, or k = d,,.

The case k < d,. Recall that we assume that & > 1, so we have 1 < k < d,. In this case
the right hand-side of (15) is 1. Hence, replacing (&1,71) by a generic point” (£,7) along 7/,
we conclude that, for all points (£,7) € v/,

ce(n) — cu(§) = A, (16)

"Note that we may assume that none of the points of v’ N B2 under consideration is an isolated point of
~'. Indeed, each curve of I' may have at most d? such points, and hence the number of incidences between
the points of IT and the isolated points of curves of T', counted with multiplicity, is at most d?|A|*.
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for some fixed parameter )\, which depends on +'.
In other words, all points on 7/ satisfy the system

fla,x) — f(b,y) =0
ck(w) —cx(y) — A =0,

for any of the pairs (a,b) € S(7'). By Bézout’s theorem, f(a,z)— f(b,y) and cx(x)—ck(y) —A
have a common factor.

By Claim 18, ¢(x,y) := cx(x) — cx(y) is indecomposable. Stein’s theorem (see Corol-
lary 6) then implies that ¢ () — cx(y) — A is irreducible for all but fewer than d,, values of .
Hence there are fewer than d, curves 4/, such that ' is a component of ¢ (x) —cx(y) — A = 0,
for some constant parameter A, and cx(z) — cx(y) — A is reducible. Thus we can ignore such
curves in our analysis, since their (total) contribution to the number of incidences, and
hence to the cardinality of @, is O(]A||B|), which is subsumed in the bound of (11). Let
Qo denote the subset of () obtained by discarding the O(]A||B|) quadruples that corre-
spond to these incidences. We may therefore assume that, for the value of A associated
with v/, ¢x(x) — ck(y) — A is indeed irreducible. It follows that cx(x) — cx(y) — A divides
f(a,z) — f(b,y), for every pair (a,b) € S(7'). That is, we may write

fla,x) = f(b,y) = (ex(2) = cr(y) = Ng(,y), (17)

for a suitable polynomial g that depends on a and b.

Consider now the symmetric representation f(u,v) = Z‘;”:O ¢j(u)v’, and let 1 < ¢ < d,

denote the maximal index for which ¢é,(u) is non-constant in u. (As before, we may assume
that ¢ exists and that ¢ > 1.)

Fix a pair (a,b) € S(v'), and substitute y = x in (17). By discarding at most O(|A||B|)
quadruples of Qp, we may assume that ¢y(a) # ¢é/(b). Indeed, by the Schwartz-Zippel lemma
(Lemma 8), the equation ¢(z) — &(y) = 0 has at most O(]A|) solutions (a,b) € A%. Then,
by another application of the Schwartz-Zippel lemma, for each such (a, ), v, is incident to
at most O(|B|) points of B2. Hence the number of quadruples that correspond to incidences
occurring on those curves 7, is O(|A||B|), and we trim Q) further, by removing from it
all these quadruples. This yields the identity

fla,z) — f(b,x) = —Ag(z, ). (18)

Note that, by the definition of ¢ and by our assumption that ¢y(a) # ¢¢(b), the polynomial
on the left-hand side of (18) is of degree exactly ¢. Let gi(z) := g(x,z). Comparing the
degrees of the polynomial on both sides of (18), we get ¢ = degg; < degg = d, — e < dy,
where e is the degree of ¢x. In particular, the leading term of f(a,z) — f(b,y), which is of
degree d,, is independent of a and b.

By (17), we have

[f(a,2) = f(b,)]" = [er(z) — ex(¥)]"[9(, v)]",

. . _ fa2) — fb,y)]"
(@) — @]

l9(z, )] (19)
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As just argued, the numerator (and certainly also the denominator) of the right-hand side
of (19) is independent of a and b. Hence, up to a (non-zero) multiplicative constant, we

have
gzl — g

l9(z,y)]" = =g 4 gpm2eye g geydvT2e 4 e, (20)

xe — y€
In particular, substituting y = x again, [g(z,z)]* becomes d?”xd”_e # 0. Comparing the
leading terms on both sides of (18) yields

[f(a,2) = fb,2)]" = =Alg(x, )],

or

¢e(a) — ¢e(b) = —Ady/e.

a(
So, for every (z,y) € 7/, and every (a,b) € S(v), we have

o(a) — E(b) = —(dv/e)(c(x) — ci(y)),

20(a) + (du/e)ex(x) = b) + (du/e)erly). (21)
Put
h(u,v) := é(u) + (dv/€)ci(v),

and observe that h does not depend on «/, that degh < d < 2d?, and that h satisfies the
property assumed in the proposition.

The case k =d,. First note that, arguing as in the previous case, and by the symmetry
of the two setups, ¢ < d,, implies k < d,,. Hence, we can assume that in this case we also
have ¢ = d,. We replace (£3,73) in (15) by a generic point (§,7n) along 4/, and conclude that
all points (£,7) on ', except possibly for some finite discrete subset (recall the previous
comment concerning isolated points), satisfy

ca,(n) = pea,(§), (22)

for some fixed parameter p, which depends on +’. (In contrast, ¢y, itself depends only on
f and not on v.)

Consider now the system

fla,z) — f(b,y) =0
peq, () — cq, (y) =0,

of polynomials in z, y, which has infinitely many solutions for each pair (a,b) € S(7') (they
both vanish on +’). That is, the polynomials f(a,x) — f(b,y) and pcq, () — cq,(y) have a
common factor. The corresponding system of leading terms is (after dividing the second
equation by the leading coefficient of ¢y, )

d dy

v —¢q,(b)y

el

pxt —y°,

Cq,(a)x

for a suitable exponent €/ > 1. By discarding at most O(|A||B|) further quadruples from Q,
we may assume that neither of the coefficients ¢4, (a), éq,(b) is zero. Indeed, the equation
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¢q,(z) = 0 has at most d,, solutions in R, and hence there are at most 2d,|A| pairs (a, b) in
A2 such that one of a,b is one of these solutions. For each pair (a,b) of this form, by the
Schwartz-Zippel lemma (Lemma 8), 7, is incident to at most O(|B|) points of B?. Hence
the total number of quadruples involving those curves is at most O(|A||B|), and we remove
all of them from Qy. Then Lemma 19 implies that

(58 - ()"

That is,

for each (z,y) € v/ and each (a,b) € S(v/). Put
h(u,v) == &g, (w)% ¢, (V)

and observe that h does not depend on v/, that deg h < 2d?, and that h satisfies the property
assumed in the proposition.

In either of the two cases, substituting (z,y) = (p,q) in (21) or in (23) yields h(a,p) =
h(b,q), as asserted. O

5 Applications

5.1 Directions determined by a planar point set

For a finite point set P C R? we denote by S(P) the number of distinct directions determined
by pairs of points of P. The study of sets that determine few distinct directions was initiated
by Scott [24]. He conjectured that S(P) > |P|—1 for any non-collinear planar point set. This
was settled in the affirmative by Ungar [33]. Sets for which equality holds are called critical
by Jamison [16] and those with one additional direction, i.e., sets satisfying S(P) = |P|,
are called mear-critical. Jamison gives an overview of the known critical and near-critical
configurations in the Euclidean plane and, among other results, characterizes critical or
near-critical configurations that lie in the union of two or three straight lines.

Little is known about plane sets with S(P) = |P| + 1, let alone S(P) < ¢|P|, for
some constant ¢ > 0. One result in this direction, due to Elekes [6], is that the Jamison
configurations are essentially the only structures that can satisfy even the much weaker
requirement S(P) < ¢|P|, provided that P contains «|P| collinear points, where « is a
sufficiently large fraction (see [6] for the exact statement). In the same paper Elekes also
proves the following theorem.

Theorem 20 (Elekes [6]) Let v C R? be a curve of the form y = f(x), where f is some
constant-degree polynomial, and deg f > 3. Then, for any finite point set P C v, we have
S(P) =w(|P]).

Theorem 2 (more precisely, Corollary 3) yields the following significant sharpening of
this result.
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Theorem 21 Lety C R? be a curve of the form y = f(x), where f is some constant-degree
polynomial, and deg f > 3. Then, for any finite point set P C ~, we have S(P) = Q(|P[*/3).

Proof. Consider the polynomial function g(z,y) := %ﬁ(y) It is shown in [6] that g
is not of one of the special forms in Theorem 2. The asserted bound then follows from

Corollary 3. O

For completeness, we mention the following recent result of Elekes and Szabé [11].

Theorem 22 (Elekes and Szabé [11]) Let v C R? be an irreducible constant-degree al-
gebraic curve. Then, either v is a conic section, or, for any finite point set P C v, we have
S(P) = w(|P]).

It is easy to construct examples of a finite set P that lies on a conic section, such as a
circle or a pair of lines, that determines only ©(|P|) distinct directions.

For the proof, Elekes and Szabé use their earlier result from [10], also mentioned in the
introduction, which deals with implicit surfaces of the form F(z,y,z) = 0, where F' is some
constant-degree trivariate polynomial. Extending Theorem 1 to such surfaces, which we
believe is possible (see concluding section for more details), will sharpen the ‘gap’ given by
Theorem 22.

5.2 Distinct distances: Special configurations

For a finite point set P (lying in some Euclidean space), we denote by D(P) the number
of distinct distances determined by pairs of points of P. In [3], Charalambides proved the
following theorem.

Theorem 23 (Charalambides [3]) Let v C R? be a constant-degree irreducible algebraic
curve, which is not an algebraic helix. Then, for any finite point set P C v, D(P) =
Q(|PJ/).

(Here an algebraic heliz is either a line, or a curve that, up to a rigid motion, admits a
parametrization of the form (uq,...,ux) — (a1 cosuy,aysinuy,. .., cosug, agsinug) €
R?¢ ¢ RY, for some parameter k < d/2.)

For the special case d = 2, Pach and de Zeeuw [20] managed to improve the lower bound
obtained in Theorem 23 as follows; their result generalizes the bound (1) mentioned in the
introduction.

Theorem 24 (Pach and de Zeeuw [20]) Let v C R? be a constant-degree irreducible
algebraic curve which is not a line or a circle. Then, for any finite point set P C 7,

D(P) = Q(IP[*/3).

Using our machinery, we obtain the same lower bound of Q(|P|*/3) for points on a curve
in an arbitrary (constant) dimension d, improving the bound given by Theorem 23; our
result however is somewhat weaker, because it requires the curve v to have a polynomial
parameterization.
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Theorem 25 Lety C R? be a curve of the form y(t) = (x1(t),...,z4(t)), fort € R, where
x1(t),...,xq(t) are some constant-degree polynomials. Then, either 7y is a line, or, for any
finite point set P C ~v, D(P) = Q(|P|*/3).

Proof. Consider the bivariate polynomial function

d

F(ts) =7 (t) = ()P = D_(@i(t) —wi(s))*, for t,s € R.

i=1

By shifting the coordinate frame, we may assume that z;(0) = 0, and we also assume that
x;(t) is not identically zero, for each i = 1,...,d; coordinates for which z; = 0 do not
affect the function f and can simply be ignored. Suppose that f is of one of the forms
h(p(t) +1(s)), or h(p(t) - (s)), for some univariate polynomials h, ¢, . We claim that in
this case 7 must be a line (the converse statement is easy to verify).

Consider first the multiplicative special form. That is, assume that

d

Y (@it) = 2i(s))? = hlp(t)e(s)),

=1

for suitable univariate polynomials h, ¢, 1. Substituting t = s, the left-hand side in the
above identity is zero, and hence we must have that ¢(¢)y(t) = z¢, where zg is a real root
of h. However, this can occur only if the polynomials ¢, are both constants, that is, only
if h(p(t)y(s)) is a constant independent of ¢ and s. Since this quantity corresponds to the
distance between two points, represented by the parameters ¢, s, on the (one-dimensional)
curve -y, this yields a contradiction.

Next consider the additive special form. That is, assume that

d

D (zilt) = wi(s))® = hlp(t) + 4 (s)),

i=1
for h,¢,1, as above. Substituting t = s, as above, we must have that ¢(t) + ¥ (t) = xo,

where 1z is a real root of h. The last identity then becomes

d

D (ilt) —wi(s)* = h(t) = ¢(s) + o). (24)

=1

Moreover, the multiplicity of 2y (as a root of h) is at least two (because this is the multiplicity
of the factor ¢ — s of the polynomial on the left-hand side of this identity).

Taking derivatives on both sides of (24) twice, once with respect to ¢ and then with
respect to s, yields

2 Z i (t)i(s) = h"(p(t) — @(s) + z0)¢ ()¢ (s). (25)

Comparing the leading terms, we see that h” must be a constant. Indeed, the leading term
of the left-hand side, divided by ¢'(t)¢'(s), is of the form at®s®, for some integer e > 0,
and some constant «. Hence the leading term of h”(p(t) — ¢(s) + x¢) must also have this
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form. Let ¢ denote the degree of h (as a univariate polynomial). The leading term of
R (p(t) —@(s)+x0) (as a bivariate polynomial of ¢ and s) is, up to a constant multiplicative
factor, the same as the leading term of (p(t) — p(s) + x0)¢. Then clearly, in order to have
the form «t®s®, it must be that ¢/ = 0. Hence h” is a constant, and thus A is a polynomial
of degree two. Since x( is a multiple root of h, this implies

Z(wi(t) —i(s))” = (p(t) — 0(5))%. (26)

We have assumed that neither of the polynomials x; has a constant term, and we may
assume this also holds for ¢. We then get

d d

d
doat) + ) wi(s) =2 wit)ai(s) = @7 () + 9%(s) — 20(D)(s).
i=1

i=1 i=1

This in turn implies that Zle z7(t) = ¢?(t) (all the other terms are divisible by s), and thus
Ele x;(t)zi(s) = p(t)p(s). That is, the scalar product of the two vectors (z1(t),...,z4(t))
and (x1(s),...,x4(s)) is equal to the product of their lengths, so these vectors must be
parallel, for every pair s,t € R. In other words, v must be a line through the origin.
Removing our assumption that x;(0) = 0, v can be any line, as claimed.

Hence, if v is not a line, f cannot have one of the special forms, and Corollary 3 implies
that D(P) = Q(|P|*/3), as asserted. O

Recently, Bronner et al. [2] considered a bipartite version of the distinct distances prob-
lem, where we are given two finite point sets Py, P, in R%, with d > 3, and the points of P;
are contained in a line ¢ (and without any restriction on the points of P»). They showed
that the number of distinct distances spanned by pairs of points from P; x P; is

Q(min{| Py |3 P2, | P1], | Py }),

unless many of the points of P lie either on a cylinder, with £ as its axis, or on an hyperplane
orthogonal to ¢ (see [2] for the exact statement, and for more results of this kind).

5.3 Sum-product-type estimates

Variants of the sum-product problem have been studied intensively since the work of Erdds
and Szemerédi [13], where it was shown that there exists ¢ > 0 such that for any finite set
A C Z, one has

|A+ A|+|A- Al > AT,

where A+ A={u+v|uve A}, and A- A= {uv | u,v € A}. Much of the subsequent
extensive work aimed either to give an explicit (lower) bound for ¢, or to derive general-
izations of the sum-product lower bound. The currently best known lower bound is due to
Solymosi [29], and asserts that, for any finite set A C R, one has

A+ Al+]A A Al
A+ Al A A= o AT
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One of the significant generalizations of this problem is the work by Elekes et al. [7] who
showed that, for any given finite set A C R, and a strictly convex (or concave) function f
defined on an interval containing A, one has

[ A+ A+ [f(A) + f(A)] = QAP (27)
Elekes et al. actually prove the following more general result.

Theorem 26 (Elekes et al. [7]) Let A C R be a finite set, with |A| = N, and let f : R —
R be a strictly convex (or concave) function, defined on an interval containing A. Then,
for any pair of sets C; D C R satisfying |C||D| > N, we have

[ A+ C[f(A) + DI = QN*2(|C||D)Y?). (28)

Substituting C' = A, D = f(A) in (28) gives (27) (here the strict convexity or concavity of
f implies that |D| = Q(|A])).

Theorem 26 immediately implies the following lemma (part of which was used in Green
and Tao [14]).

Lemma 27 Let A,B C R be finite sets, such that |B|*> > |A|, and let f1,f> : R — R.
Suppose that there exist 1 < xo < --- < X, for some constant index ¢ > 1, such that f1 is
strictly concave or convex, and fa is strictly monotone (increasing or decreasing), on each
open interval (x;, x;y+1). Then

[ A+ Bl + |f1(A) + f2(B)] = QAP B|'/?). (29)

Proof. Let A’ denote the largest set among the sets A; = A N (x;,x;41), which is of
cardinality at least |A|/c, and similarly let B’ denote the largest set among the sets B; =
BN (2, z;4+1), which is of cardinality at least |B|/c. Apply Theorem 26 to A’ (instead of
A), with C = B', f = f1, and D = fo(B’). Note that |D| = |B’|, by the monotonicity of
f2. This yields

[ A+ Bl - |f1(A) + f2(B)| = |A"+ B'| - | f1(A) + fo( B)| = QAP B)).

Hence one of |A + B| or |fi(A) + f2(B)| is of cardinality Q(|A[>/4|B|'/?), as asserted. O
Recently, Shen [27] proved the following generalization of (27).

Theorem 28 (Shen [27]) Let f be a bivariate constant-degree real polynomial. Then,
either f is of the form f(x,y) = h(ax+by), for some univariate polynomial h and constants
a,b € R, or, for any finite set A C R, one has

A+ A+ (A, A)] = AP,

In view of Corollary 3, Shen’s result is interesting only in the case where f is of one
of the special forms from Theorem 2, since in the complementary case we always have
If(A, A)| = Q(A[*3). Moreover, for functions f having one of the special forms, The-
orem 28 follows from Lemma 27, as will be shown later. Since the overall conclusion is
somewhat asymmetric, let us state it explicitly.
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Corollary 29 Let f be a bivariate constant-degree real polynomial. If f is not of one of the

forms f(x,y) = h(p(z)+1¢(y)), or f(z,y) = h(p(z) Y (y)), for some univariate polynomials
h,p,, then, for any finite set A C R, one has

A+ A+ (A, A)] = QA[?).

Otherwise, either f is of the form f(z,y) = h(azx + by), for some constants a,b € R, or, for
any finite set A C R, one has

A+ A+ (A, A)] = AP,

Actually, our analysis implies the following more general result, involving two different
sets (of potentially different cardinalities), which does not appear in [27].

Corollary 30 Let f be a bivariate constant-degree real polynomial. If f is not of one of the

forms f(x,y) = h(p(z)+19(y)), or f(z,y) = h(p(z)-Y(y)), for some univariate polynomials
h,p, 1, then, for any pair of finite sets A, B C R, one has

A+ B+ |f(A4,B)| = (IAP*BP* + 4] +|B]).

Otherwise, either f is of the form f(x,y) = h(ax + by), for some univariate polynomial h
and constants a,b € R, or, for any two finite sets A, B C R, with |A|'/? < |B| < |A|?, one
has

A+ B|+[f(A,B)| =Q (min{ |AP4 B2, |AIV2| B/ }) .

Proof. If f is not of one of the forms f(x,y) = h(p(z) +¢¥(y)), or f(x,y) = h(p(z)-¥(y)),
Corollary 3 implies

A+ B+ |f(4,B)| = |f(A, B)| = (|A*|BI** + | 4] + |B]) .

To treat the complementary case, assume that f has one of the above forms, and that ¢,
say, is a nonlinear polynomial (the special form of f asserted in Theorem 28 is merely an
equivalent way of saying that h has the additive form and that both ¢ and 4 are linear).
We may assume that v is not a constant, for otherwise f is independent of y and thus can
be written as h(az + by). If f has the form f(z,y) = h(p(z) +9¥(y)), we apply Lemma 27,
letting f1 = ¢ and fo = 9; since f1 is a nonlinear constant-degree polynomial, and fs is
a constant-degree polynomial (which is non-constant), it is easy to see that the conditions
of the lemma are satisfied. If f is of the multiplicative special form f(x,y) = h(p(z)¥(y)),
we again apply Lemma 27, this time letting f; = lnop and fo = Inotp. In either of the two
cases, the lemma implies the asserted bound. O

6 Conclusion

At a high level, there are some common features of the analysis of Elekes and Rényai [8]
and ours, but there are considerable differences in the actual analysis (and results). At the
risk of making the comparison somewhat informal and imprecise, we list a few similarities
and differences.
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(i) Both techniques double count “quadruples”, or rather “quintuples” of various kinds. For
example, in our second proof of Theorem 2 we consider quintuples (a, b, p, q,c) € A2x B2xC
such that f(a,p) = f(b,q) = ¢ (the parameter ¢ is implicit in our setup). In contrast,
Elekes and Rényai consider quintuples of the form (a, by, b, c1, o) € A x B2 x C?, such that
f(a,b1) = c1 and f(a,bz) = ca.

(ii) In both cases the quintuples are interpreted as incidences between points and curves in a
suitable parametric plane. The reductions are different, though, and the remainders of the
proofs are a consequence of the parameterization. Elekes and Rényai obtain curves of the
form {(f(t,bi), f(t,b;)) | bi,bj € B}, which are rationally or polynomially parameterizable.
Our curves are different (and the curves appearing in the two proofs of the theorem are also
different from one another).

(iii) One notable difference is that Elekes and Rényai’s goal was only to establish a dichotomy
between the case where (in our notation) M is quadratic and f has one of the special forms,
and the complementary case. They did not set up to obtain a concrete ‘gap’ between the
two cases, as we do in this paper. (Such a (weaker) gap has been obtained later, by Elekes
and Szabé [10], in their treatment of a more general setup.)

(iv) Both proofs use rather elementary algebra of polynomials, of different sorts.

An obvious direction for further research is to extend the machinery developed in this
paper to the more general setup of Elekes and Szabd [10], involving the vanishing of a
trivariate polynomial F'(z,y, z) on a three-dimensional grid A x B x C. The general high-
level approach is clear: We can consider the set Q of quadruples (a,a’,b, V) € A? x B2,
such that there exists ¢ € C satisfying F(a,b,c) = F(a’,b',¢) = 0 (compared with what
has just been noted, this actually counts the quintuples (a,b,a’,V,c)), relate the number
|@Q| of such quadruples, via the Cauchy-Schwarz inequality, to M, the number of zeros of
F on the grid, and then interpret each quadruple as an incidence between, e.g., the point
(b, V') and a suitable curve 7, 4/, defined in analogy with the curves of Section 4. Again, the
main technical hurdle is to handle situations where too many of these curves (or of their
duals, flipping the roles of A and B) overlap in a common irreducible component. That is,
the challenge is to show that if this is not the case then ) can be bounded via a standard
incidence bound, as we did above, and then the bound M = O(nn/ 6) would follow, and if
there exist overlaps of large multiplicity, then F' must be special, e.g., in the sense of [10].

We believe that our analysis can also be applied over the complex field, and leave this
extension as (what we hope would be an easy) open problem.

Another interesting challenge is to extend the result to higher-dimensional grids; see
Schwartz et al. [23] for an initial attempt in this direction for four-dimensional grids. An even
more challenging direction would be to extend the analysis to cases where the constituent
sets A, B, C of the grid are not one-dimensional. In these cases the problem would translate
to incidences between points and higher-dimensional varieties, typically, points and two-
dimensional varieties in R* (where A and B are sets of points in the plane).

Another interesting project is to obtain a sharp calibration of the dependence of the
bounds in this paper on the degree of f(z,y). For example, our results and those of [20],
show that the number of distinct distances between n points on a constant-degree curve
(which is neither a line or a circle) in the plane is Q(n*?3). On the other hand, for any set
of n points in the plane there exists a curve of degree d = O(y/n) that passes through all
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the points (e.g., see [15]), and then the nearly linear upper bound on the number of distinct
distances in the grid construction of Erdds [12] suggests that we will not be able to prove
a superlinear lower bound when d = ©(y/n). Is there any hope in deriving a lower bound
that depends on d, and interpolate between the two extreme situations noted above?

Another open problem is to improve the bound on M in Theorems 1 and 2. We are not
aware of any non-trivial lower bound for M, and suspect it to be much smaller.

Finally, it would be interesting to find additional applications of the results of this paper.
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