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Abstract 

 
Photo documents, documents digitized with portable 

digital cameras, often are affected by non-uniform 
shading. This paper proposes a new method to remove 
the shade of document images captured with digital 
cameras followed by a new binarization algorithm. 
This method is able to automatically work with images 
of different resolutions and lighting patterns without 
any parameter adjustment. The proposed method was 
tested with 300 color camera documents, 20 synthetic 
images with ground truth lighting pattern and 
grayscale images of the dataset of CBDAR 2007 
dewarping contest. The results show that the new 
algorithm proposed here works in a wide variety of 
scenarios and keeps the paper texture of the original 
document. 
 
1. Introduction 
 

Use of portable digital cameras for the digitalization 
of documents is a new research area. Such images, 
called photo documents, often have non-uniform 
shading, perspective distortion and blur. Fixing these 
distortions improves image readability and increases 
OCR accuracy rates. A new method for shading 
removal and binarization of photo documents is 
proposed in this paper. 

For shade removal, Tan et al [12] proposes a 
scheme for scanned document images when the 
shading appears as a result of documents not being 
perfectly positioned on the scanner flatbed, due to book 
binding for instance. The variation in the illumination 
pattern can be modeled as a light source, which is 
found by a Hough transform. Reference [13] identifies 
document boundaries and assumes that the document 
has a rectangular shape; this a priori knowledge is 
used to remove image warp and shading. 

Several papers in the literature attempt to remove 
shading by using 3D model obtained with special setup 
such as in [1], these alternatives are not portable. 

Non-uniform shading requires adaptative 
binarization, first approaches use a sliding window 
around every image pixel to measure pixel threshold. 
Niblack’s approach [8] uses equation (1) to calculate 

the pixel threshold, where � and � are the mean and 
the standard deviation of pixels in the window around 
the current pixel, and � is a constant value in [-1,0). It 
was improved by Sauvola [10] using equation (2) with 
same � and �; constant � set in (0,1] which controls 
the standard deviation contribution to the threshold; 
constant ����� set according to image contrast. � 	 � 
 � � � (1) 

� 	 � � �
 
 � ��� � 
�� (2) 

Reference [4] estimates the document background 
by a polynomial surface approximation of grayscale 
images. The surface is used to remove shading 
followed by binarization using a global threshold. This 
idea is also used in method proposed herein, with the 
advantage of shading removal of true color images. 
 
2. The proposed method 
 

For document images, two assumptions can be 
made [12]: the book surface has lambertian reflection 
(i.e. the specular index is too low) and it has non-
uniform albedo distribution. With these assumptions, 
the image of the paper background has a constant value 
of intensity (���), independent of the location of the 
viewer if illuminated by the same amount of light. As 
the image is the result of reflected light (��) at arbitrary 
levels, one can express light variance by ratio (3): ����� �� �������� �� �� 	 ���� �� ��� ���� � ���  � !"� (3) 

The goal of the proposed method is to calculate the 
value of ������ �� �� for all pixels in an image by 
assuming that the document background (paper) has 
one predominant color which is not uniform in the 
image due to illumination variance. 
 
2.1. Narrow Gaussian Blocks 

 
When observing a small area of the document one 

may notice that when this area belongs to the document 
background the histogram on all components have a 
“Narrow Gaussian shape” as depicted in the Figure 1.a. 
As other elements of the document are present, the 
histogram starts to be spread as can be seen on Figure 
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2.3. Finding background blocks 
 
Now, the gathered information is a set of NGBs. 

The aim is to split into NGBs regions with little color 
variation; one of these will be the document 
background as will be described in this section. 

The main criterion is to put together pairs of NGBs 
neighbors with background component-wise difference 
of its color less than a threshold (Tneighbor) into the 
same region. If this threshold is set too low it can yield 
a false-negative classification of similar neighbors. 
Otherwise, the threshold is set if too high it blurred text 
areas can be set as part of document background. This 
work assumed Tneighbor set to 5. Considering the 
component values in [0,255], the flood-fill algorithm 
with the whole procedure is showed bellow: 
B: Set of all NGBs 
Q: Queue used by to flood-fill 
N: Closest NGBs used  
Tneighbor: Threshold for BDmax value 
BDmax(b1,b2): max(|b1.red-b2.red|,|b1.green-

b2.green|,|b1.blue-b2.blue|) 
for every element b of B do 

If element b was not visited then 
Q <= {b}; 
while Q is not empty 

q = first(Q); 
q visited state is set true; 
Q = Q – {q}; 
N <= NGBs of every 8-direction 

closest to q 
Remove visited NGBs from N 
For every element n of N 
 If (BDmax(n,q) < Tneighbor) then 
  Q = Q + {n}; 
 end if 
end for 

end while 
end if 

end for 

Once the regions are identified, it is needed to select 
the one that represents the document background. As 
no assumptions are made about the image structure, 
two criteria are used to select the region as the 
document background: the percentage of NGBs of the 
region; quantity of NGBs in the center of the image, 
which is defined as a rectangle with dimensions 

�9:.;<9=>?
@ � 9:.;?A9.?>

@ � centered on the intersection of 

the diagonals of the image. 
If there exists a region with more than 15% of all 

NGBs and most blocks in the rectangle of image 
center, this region is set as document background seed 
(DBS). Otherwise, the region with most NGBs is set as 
the DBS. 

The computational complexity for the first part was 
found to be proportional to the number of blocks as 
each NGB are visited exactly one time. Considering 
memory usage, in the worst case the queue contains all 
the blocks in the image. A more efficient flood-fill and 

component labeling procedures could also be used but 
they are more complex to implement, an example can 
be found in [7]. Region statistics for the second part 
can be computed while executing pseudo-code 
presented, which has a computational complexity 
proportional to the number of blocks. 

 
2.4 Interpolation of non-background blocks 
 

Once the DBS is found, the color values of the non-
DBS blocks must be estimated. These NGBs are 
arbitrarily located, so a classical interpolation method 
(bilinear, bicubic etc) cannot be used. 

A new approach is proposed similar to iterative 
dilation; where at every iteration the background 
regions are expanded, the color of the blocks are 
computed by the weighted average of its neighboring 
blocks. This process stops when all blocks have their 
color defined. The pseudo-code with this process is 
presented below; Figure 6 illustrates an example of it. 
BGs: set of background with color set 
B: set of currently expanding blocks 
Q: set of expanding blocks of next iteration 
BGs <= all blocks in DBS 
//initial fill of B set 
for every element n of BGs do 

for every m 8-neighboor of n and not in BGs 
B <= B + {m}; 

end for 
end for 
//algorithm iteration 
do 

Q <= empty set; 
for every element b of B do 

Set color value of b to weighted sum 
of BGs 8-neighboors, where the weight 
equals neighbor distance inverse; 

For every n that are 8-neighboor of b 
and is not in Q or BGs 
Q <= Q + {n}; 

end for 
end for 
BGs = BGs + B; B <= Q; 

until B is empty 

  

  

 

 

Figure 6. Interpolation iterations process 

Observe that each non-DBS block is filled once, 
thus the computational complexity is proportional to 
the number of blocks. 

Figure 7.a presents a synthetic image, Figure 7.b its 
lighting pattern ground truth. The result of the 

5



processing described in section 2.3 is presented in 
Figure 7.c, with pure white blocks as non-DBS blocks; 
Figure 7.d shows the predicted background, note that 
the background is estimated for the whole image. 

a. b. 

c. d. 
Figure 7. Background estimation: synthetic image (a); 

ground truth (b); DBS (c); estimated (d) 

 
3. Shading Removal 
 

Observing equation (3), ������ �� �� values for the 
document background color should be constant for 
every RGB component, hence������� �� �� 	 ������. It is 
estimated by calculating the component-wise mean of 
the DBS blocks and locating the closest DBS block to 
this mean. 

The only unknown value is ������ �� �� for every 
pixel in the image. It is calculated using equation (5) or 
(6), where BC���� �� �� and BC�����, denotes ����� �� �� 
and ������ �� �� of estimated document background, 
respectively; ���, ��, BC�� and BC��are in [0,255]. 

Eq. (5) is only applied for the case when ����� �� ��DBC���� �� �� is less than 1. Whenever greater, the ratio 
is difficult to represent as it is in (1,E], negatives are 
used instead, so ���F� �� ��GGGGGGGGGGGGDBC��F� �� ��GGGGGGGGGGGGGG  is in [0,1). 
When ����� �� �� 	 BC���� �� ��, both eqs. (5) and (6) 
yields BC�����, thus it is used in this case. No floating 
point is required as numerator may be computed first 
followed by an integer division.  

������ �� �� 	 BC�����BC���� �� �� ����� �� �� (5) 

������ �� �� 	 H BC���F�GGGGGGGGGG
BC��F� �� ��GGGGGGGGGGGGGG ���F� �� ��GGGGGGGGGGGGIGGGGGGGGGGGGGGGGGGGGGGGGGGGGGG

 (6) 

J�F� �� ��GGGGGGGGGGG 	 KLL � J��� �� �� (7) 

a. b. 
Figure 8. Shade removal: original image (a); result (b) 

4. Document Binarization 
 

Once shade is removed, binarization can be done by 
a global threshold approach [4]. Although, by applying 
it to the grayscale enhanced image purely yields poor 
results as camera documents may contain undesired 
objects around document disrupting the histogram, 
which is input for global threshold algorithms. 

In Figure 7(c) the non-DBS blocks (in white) can be 
separated in two types: text blocks (TB) and image 
bordering blocks (IBB). Regarding these categories 
one may see that most TBs are surrounded by DBS 
blocks gathered on section 2.3. A process to identify 
IBBs is described in the pseudo-code below, and it can 
be summarized by a search starting at every block in 
the image border towards the opposite direction 
looking for a DBS block, until it is not found the 
intermediary blocks are set to be IBBs. Observe that 
the computational complexity in the worst case is 
proportional to the number blocks, but in the cases 
where the document borders are close to the image 
borders the complexity approaches the sum of the 
dimensions of the image. 
I: Number of block columns in the image 
J: Number of block lines in the image 
B: bidimensional array of image blocks. B(0,0) 

means upper left block; B(I,J) lower right 
Initially all blocks are NOT IBBs 
for every i varying from 1 to I 

execute findBorderBlocks(i,0,right); 
execute findBorderBlocks(i,J,left); 

end for 
for every j varying from 1 to J 

execute findBorderBlocks(0,j,down); 
execute findBorderBlocks(I,j,up); 

end for 
procedure findBorderBlocks(i, j, dir) 

//while stops when first DBS block is found 
while ((B(i,j) is not DBS block) 
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B(i,j) is set as IBB 
//move i or j to given dire
if dir = left then j = j - 
if dir = right then j = j +
if dir = up then i = i - 1;
if dir = down then i = i + 

end while 
end procedure 
 

a. 
 

b. 
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5. Results 
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12.a Savoula’s algorithm does not bin
where in 12.c new method does. R
version is illustrated in Figure 12.c. 

a. 

c. 
Figure 11. Comparison: original (a); S

shade removal (c); new binarization 

a. 

c. 
Figure 12. Processing results: original 
new shade removal (c); new binarizatio
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c. 
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Notice that for all presented metrics
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using the original images and the p
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po

se
d)
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S
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E 0.1% 93.6% 
RC 66.7% 100.0% 9
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a. 
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ach Metrics 
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85.7% 4.7% 

b. 
narization: 

la (b) 
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c. 

e. 
Figure 15. (cont.) without shading (c); 
with Otsu (d); new binarization with Me

binarization with Silva et a

 
6. Conclusions and Lines for Fu
 

This paper showed new schemes fo
removal and binarization of document
portable digital cameras. The perfo
shading removal algorithm was compa
pattern with ground truth and with 
images, which provided good and fast (
floating point operations) results for a 
scenarios using only the captured imag
the binarization algorithm introduced
with one of the most used local algo
same 300 images and CBDAR2007 de
it proves to cover more scenarios 
method. 

Some of the images in CBDAR 2
dataset exhibit a light back-to-front inte
(bleeding). The binarization of photo 
strong back-to-front interference is 
further work. 
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Abstract

This paper proposes COCOCLUST, a contour-based

color clustering method which robustly segments and bina-

rizes colored text from complex images. Rather than op-

erating on the entire image, a ‘small’ representative set of

color pixels is first identified using the contour information.

The method involves the following steps: (i) Identification of

prototype colors (ii) A one-pass algorithm to identify color

clusters that serve as seeds for the refining step using k-

means clustering (iii) Assignment of pixels in the original

image to the nearest color cluster (iv) Identification of po-

tential candidate text regions in individual color layer and

(v) Adaptive binarization. We propose a robust binarization

technique to threshold the identified text regions, taking into

account the presence of inverse texts, such that the output

image always has black text on a white background. Exper-

iments on several complex images having large variations

in font, size, color, orientation and script illustrate the ro-

bustness of the method.

1. Introduction

The use of digital cameras for image acquisition has en-
abled human interaction with any type of document in any
environment. In addition to imaging hard copy documents,
digital cameras are now used to acquire text information
present in 3-D real world objects such as buildings, vehi-
cles, road signs, billboards and T-shirts rendering the im-
ages more difficult for any recognition task. Such camera-
captured documents are generally characterized by varying
illumination, blur, perspective distortion and deformations.
Moreover, large variations in font style, size, color, orien-
tation and layout pose a big challenge to document anal-
ysis. Conventional optical character recognition engines
meant for document images obtained using flat-bed scan-
ners fail on images acquired by this promising mode. Spe-

cialized techniques are required to deal with these problems.
Thus, research on camera-based document image analysis is
growing [4].

In most document processing systems, a binarization
process precedes the analysis and recognition procedures.
It is critical to achieve robust binarization since any error
introduced in this stage will affect the subsequent process-
ing steps. The simplest and earliest method is the global
thresholding technique that uses a single threshold to clas-
sify image pixels into foreground or background classes.
Global thresholding techniques are generally based on his-
togram analysis [6, 9]. It is simple, fast and works well
for scanned images that have well-separated foreground and
background intensities. Camera-captured images often ex-
hibit non-uniform brightness because it is difficult to control
the imaging environment unlike the case of the scanner. The
histograms of such images are generally not bi-modal and a
single threshold can never yield an accurate binary image.
As such, global binarization methods are not suitable for
camera images.

Local binarization techniques use a dynamic threshold
across the image according to the local image statistics
and offer more robustness to non-uniform illumination and
background noise. These approaches are generally window-
based and the local threshold for a pixel is computed from
the gray values of the pixels within a window centred at that
particular pixel. In Niblack’s method [8], the sample mean
μ(x, y) and the standard deviation σ(x, y) within a window
W centred at the pixel location (x, y) are used to compute
the threshold T (x, y) as follows:

T (x, y) = μ(x, y) − k × σ(x, y), (1)

The constant parameter k is set to 0.2. In [11], Trier and
Jain evaluated the performance of 11 popular local thresh-
olding methods on scanned documents and reported that
Niblack’s method performs the best for optical character
recognition. However, Niblack’s method produces a noisy
output in smooth regions since the expected sample vari-
ance becomes the background noise variance. Sauvola and
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Pietikainen [10] address this drawback by introducing a hy-
pothesis that the gray values of the text are close to 0 (Black)
while the background pixels are close to 255 (White). The
threshold is computed with the dynamic range of standard
deviation (R) which has the effect of amplifying the contri-
bution of standard deviation in an adaptive manner.

T (x, y) = μ(x, y) [1 + k (
σ(x, y)

R
− 1)] (2)

where the parameters R and k are set to 128 and 0.5 respec-
tively. This method overcomes the effect of background
noise and is more suitable for document images. However,
as pointed out by Wolf and Jolion in [13], the Sauvola’s
method fails for images where the assumed hypothesis is
not met and accordingly, the former proposed an improved
threshold estimate by taking the local contrast measure into
account.

T (x, y) = [1− a]μ(x, y) + aM + a
σ(x, y)
Smax

[μ(x, y)−M ]

(3)
where M is the minimum value of the grey levels of the
whole image, Smax is the maximum value of the standard
deviations of all windows of the image and a is a parameter
fixed at 0.5. This method combines Savoula’s robustness
with respect to background textures and the segmentation
quality of Niblack’s method. The Wolf’s method, however,
requires two passes since the parameter Smax is obtained
only after the first pass of the algorithm.

Local methods offer more robustness to the background
complexity, though at a cost of higher computational com-
plexity. The performance of these methods depend on the
size of the window used to compute the image statistics.
They work well if the window encloses at least 1 charac-
ter. For large fonts, where the text stroke is wider than
the window, undesirable voids appear within the text stroke.
This puts a constraint on the maximum font size and limits
their application only to known document types. In addi-
tion, all these methods require a priori knowledge of the po-
larity of the foreground-background intensities and hence
cannot handle documents that have inverse text. Kasar et

al. [7] address these issues by employing an edge-based
approach that derives an adaptive threshold for each con-
nected component (CC). Though it can deal with arbitrary
font size and the presence of inverse text, its performance
significantly degrades, like most CC-based methods do, in
the presence of complex backgrounds that interfere in the
accurate identification of CCs. It also uses script-specific
characteristics to filter out non-text components before bi-
narization and works well only for Roman script.

Most approaches [5, 12, 14] for the analysis of color doc-
uments involve clustering on the 3D color histogram fol-
lowed by identification of text regions in each color layer
using some properties of text.

Badekas et al. [2] estimate dominant colors in the im-
age and CCs are identified in each color plane. Text blocks
are identified by CC filtering and grouping based on a set
of heuristics. Each text block is applied to a Kohonen SOM
neural network to output only two dominant colors. Based
on the run-length histograms, the foreground and the back-
ground are identified to yield a binary image having black
text in white background. The performance of these meth-
ods rely on the accuracy of color reduction and text group-
ing, which are not trivial tasks for a camera-captured com-
plex document image. The method does not consider iso-
lated characters for binarization. Zhu et al. [15] proposed a
robust text detection method that uses a non-linear Niblack
thresholding scheme. Each CC is described by a set of low
level features and text components are classified using a cas-
cade of classifiers trained with Adaboost algorithm. An ac-
curate identification of CCs is the key to the success of these
algorithms. Complex backgrounds and touching characters
can significantly degrade their performance.

In this paper, we introduce a novel color clustering ap-
proach that robustly segments the foreground text from the
background. Text-like regions are identified and individu-
ally binarized such that the foreground text is assigned black
and the background white regardless of its color in the orig-
inal input image.

2 COCOCLUST for color segmentation

We propose a novel contour-based color clustering tech-
nique that obviates the need to specify the number of colors
present in the image and to initialize. Rather than operating
on the entire image, a representative set of color pixels is
first identified using the contour information. This signifi-
cantly reduces the computational load of the algorithm since
their number is much smaller than the total number of pix-
els in the image. A single-pass clustering is then performed
on the reduced color prototypes to identify color clusters
that serve as seeds for a subsequent clustering step using
the k-means algorithm. CCs are accurately identified since
text and background objects fall into separate color layers.
Based on the assumption that every character is of a uniform
color, we analyze each color layer individually and identify
potential text regions for binarization. Figure 1 shows the
schematic block diagram of the proposed method.

2.1 Determination of color prototypes

The segmentation process starts with color edge detec-
tion to obtain the boundaries of homogeneous color regions.
Canny edge detection [3] is performed individually on R,
G and B channel and the overall edge map E is obtained as
follows:

E = ER ∪ EG ∪ EB (4)
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Figure 1. Block diagram of the proposed binarization method.

where ER, EG and EB are the edge images corresponding to
the three color channels and ∪ denotes the union operation.
The resulting edge image gives the boundaries of all the
homogeneous color regions present in the image.

An 8-connected component labeling is performed on the
edge image to obtain a set of M disjoint components

{CCj} j = 1, 2 , · · · , M such that
M⋃

j=1

CCj = E

The boundary pixels are identified and represented as
follows:

Xj
i = {xi, yi} i = 1, 2, · · · , nj (5)

where nj is the number of pixels that constitutes the bound-
ary and the index j refers to the connected component CCj .
Our method employs a few vectors normal to the edge con-
tour for every CC. To estimate the normal vector, the edge
contour is smoothed locally as follows:

X̄j
i =

⎧⎨
⎩1

s

i+ s−1
2∑

i− s−1
2

xi,
1
s

i+ s−1
2∑

i− s−1
2

yi

⎫⎬
⎭ (6)

where s defines the span of pixels over which smoothing
is performed and is set to 5 in this work. Here, the index
i takes a circular convention to maintain continuity of the
contour. The normal vectors are then computed from the
smoothed contour using the following relation.

nj
i =

[
cos(π

2 ) −sin(π
2 )

sin(π
2 ) cos(π

2 )

]
×

1
2

(
X̄j

i − X̄j
i−1

‖X̄j
i − X̄j

i−1‖
+

X̄j
i+1 − X̄j

i

‖X̄j
i+1 − X̄j

i‖

)
(7)

Here, the subscript i denotes the position of the boundary
pixel at which the normal vector is computed and ‖ · ‖ de-
notes L2 norm.

Since the edge image gives the boundaries of homoge-
neous color regions, the color values of a few pixels that lie
normal to the contour are ‘good’ representatives of the col-
ors present in the image. Figure 2(a) shows a sample color
image and Figure 2(b) illustrates the selection of color pro-
totypes from the pixels that lie normal to the edge contour.
The median color values of the pixels in the normal direc-
tion that lie ‘inside’ (nj

−) and ‘outside’ (nj
+) the boundary

are computed based on 3 pixels each to obtain 2 color pro-
totypes from each normal. The color difference between
two points with the same Euclidean distance in the RGB
color space does not reflect the same change in the per-
ceived color. So, we use a uniform color space, namely
CIE L∗a∗b∗, in which similar changes in color distance
also correspond to similar recognizable changes in the per-
ceived color. The color prototypes (CP ), thus obtained, are
stacked column-wise as follows.

CP =

⎧⎨
⎩

L∗
1− L∗

1+ · · · L∗
N− L∗

N+

a∗
1− a∗

1+ · · · a∗
N− a∗

N+

b∗1− b∗1+ · · · b∗N− b∗N+

⎫⎬
⎭

where N is the number of normals along which the color
values are sampled. In this work, we sample the color val-
ues from 6 regularly spaced points along the boundary of
each CC yielding a total of 12 M colors. This set of color
values, though much smaller in number than the total num-
ber of pixels, captures all the colors present in the image.
This offers a significant advantage in terms of cheaper com-
putation and provides an effective initialization of k-means
algorithm regardless of the complexity of image content.
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(a)

(b)

Figure 2. (a) A sample color image (b) Its edge
contours and the computed normals that
guide the selection of color prototypes. From
each normal, one color value each is ob-
tained from the pixels that lie ‘inside’ (Green
segment) and ‘outside’ (Blue segment) the
contour.

2.2 Unsupervised color clustering

A single-pass clustering is performed on color proto-
types, as obtained above, to group them into clusters. The
pseudo-code for the clustering algorithm is given below.

Input:Color prototypes,CP={C1,C2,...,C2N}
Color similarity threshold,Ts

Output:Color clusters,CL
1. Assign CL[1]=C1 and Count =1
2. For i = 2 to 2N, do
3. For j = 1 to Count, do
4. If Dist(CL[j],Ci)≤ Ts

5. CL[j] = Update Mean(CL[j])
6. Next i
7. Else
8. Count = Count + 1
9. CL[Count] = Ci
10. EndIf
11. EndFor
12. EndFor

where Dist(C1, C2) denotes the distance between the colors
C1 = (L∗

1, a∗
1, b∗1)

T and C2 = (L∗
2, a∗

2, b∗2)
T and is com-

puted as follows:

Dist(C1, C2) =
√

(L∗
1 − L∗

2)2 + (a∗
1 − a∗

2)2 + (b∗1 − b∗2)2

(8)
The threshold parameter Ts decides the similarity between
two colors and hence the number of clusters. Antonacopou-
los and Karatzas [1] perform grouping of color pixels based

on the criterion that only colors that cannot be differenti-
ated by humans should be grouped together. The threshold
below which two colors are considered similar was experi-
mentally determined and set to 20. We use a slightly higher
threshold to account for the small color variations that may
appear within the text strokes. In our implementation, the
threshold parameter Ts is empirically fixed at 45, after trial
and error.

The color clusters, thus obtained, are used as seeds for
a subsequent clustering step using the k-means algorithm.
Each resulting cluster is then examined for ‘compactness’
by computing distances of all the pixels in that cluster from
its mean color. The maximum intra-cluster distance from its
mean color is ensured to be less than 75 % of Ts, if required,
by recursively splitting non-compact clusters into two using
k-means algorithm initialized with the mean color and the
one that is furthest from it. The color clusters obtained at the
end of this splitting process are then used as the seed colors
for a final pass of k-means clustering. Note that the whole
clustering process is performed only on the selected proto-
types. Finally, each pixel in the original image is assigned
to the closest color cluster.

3 Adaptive binarization

Each color layer is then individually analyzed and text-
like components are identified. We filter out the obvious
non-text elements by making some sensible assumptions
about the document. The aspect ratio is constrained to lie
between 0.1 and 10 to remove highly elongated compo-
nents. Components larger than 0.6 times the image dimen-
sions are removed. Furthermore, small and spurious com-
ponents with areas less than 8 pixels are not considered for
subsequent processing.

Text components have well-defined boundaries and
hence have a high degree of overlap with the edge image
as compared to non-text components. The boundary Xj of
a component CCj and its corresponding edge image region
Ej are first dilated and their intersection is computed as a
measure of stability of the boundary (BS).

BSj =
Area((Ej ⊕ S3) ∩ (Xj ⊕ S3))

Area(Xj ⊕ S3)
(9)

where S3 is a 3×3 structuring element. Components that
yield a BS measure of more than 0.5 are selected for bi-
narization from all the color layers. Overlapping CCs are
resolved by retaining only the dominant component.

3.1 Estimation of threshold

The binarization technique proposed in [7] automatically
computes the threshold value from the image data without
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the need for any user-defined parameter. We use a similar
approach to binarize each CC by estimating its foreground
and background intensities. The foreground intensity of a
component CCj is computed as the mean gray level of its
boundary pixels.

FGj =
1
nj

∑
(x,y)∈Xj

I(x, y) (10)

where I(x, y) denotes the intensity value at the pixel posi-
tion (x, y) and nj is the number of pixels that constitute the
boundary Xj .

Rather than using the bounding box to obtain an esti-
mate of the background intensity [7], we use the available
contour information that yields a more reliable decision for
inversion in the presence of inverse text. Bounding boxes
can have a significant overlap for inclined text and touching
text lines that can result in incorrect inversion of the binary
output. The contour is traced in a clock-wise direction and
the normals are estimated. The background intensity is then
computed as the median intensity value of the pixels along
the normal direction ‘outside’ the boundary of the CC.

BGj = Median(I(x, y)) (x, y) ∈ nj
+ (11)

Note that the boundary of the CC is always ‘closed’ un-
like during the prototype color identification stage where we
may have broken as well as bifurcating edge contours. The
CC is binarized using the estimated foreground intensity as
the threshold value.

Oj(x, y) =
{

1 if CCj(x, y) ≥ FGj

0 if CCj(x, y) < FGj (12)

The estimated values of the foreground and background in-
tensities indicate their relative polarity. Whenever the esti-
mated foreground intensity is higher that that of the back-
ground, the binary output is inverted to ensure that text is
always represented by black pixels.

4 Experiments and results

The test images used in our experiments include physical
documents such as books and charts as well as non-paper
documents like text on 3-D real world objects. These im-
ages are characterized by complex backgrounds, irregular
text orientation and layout, overlapping text, variable fonts,
size, color, multiple scripts and presence of inverse text.

Figure 3 compares the results of our method with some
popular local binarization techniques, namely, Niblack’s
method, Sauvola’s method and Wolf’s method on a docu-
ment image having multi-colored text and large variations
in sizes with the smallest and the largest components being
4×3 to 174×245 respectively. Clearly, these local binariza-
tion methods fail when the size of the window is smaller

(a) Input color image (b) Niblack’s Method

(c) Sauvola’s Method (d) Wolf’s Method

(e) Proposed method

Figure 3. Comparison of some popular local
binarization methods for a document image
having multiple text color and size. While the
proposed method is able to handle charac-
ters of any size, all other methods fail to bi-
narize properly the components larger than
the size of the window and require a pri-
ori knowledge of the polarity of foreground-
background intensities as well.

than stroke width. The size of the window used here is 33
× 33. While small text regions are properly binarized, large
characters are broken up into several components and unde-
sirable voids occur within the character stroke. It requires a
priori knowledge of the polarity of foreground-background
intensities as well. On the other hand, our method auto-
matically derives the threshold from the image without any
user-defined parameter. It can deal with characters of any
font size and color.

Figure 4 shows the result of the proposed method on im-
ages having inverse text, multiple scripts, background ob-
jects touching the text and cursive letters. The method pro-
posed in [7] is sensitive to the background and several in-
stances of text get filtered out since it uses an edge-based
segmentation. Moreover, it uses script-dependent charac-
teristics and works well only for isolated Roman letters.
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(i) (ii) (iii) (iv)

(v) (vi) (vii) (viii)

(ix) (x) (xi) (xii)

Figure 4. (i - iv): Input images having graphic objects, inverse text, multiple scripts, complex back-
grounds and cursive letters. (v - viii): The corresponding binary outputs obtained using the method
proposed in [7]. Clearly, the method is sensitive to background objects since it relies on the edge
information to locate CCs. It also invokes script-dependent characteristics and works well only for
isolated Roman letters. (ix - xii): Binarized output images obtained with the proposed method. Color
segmentation provides robustness to background complexity as well as independence to script.

In Figure 4(v) and (vii), the background and graphic ob-
jects touch some text regions and they get filtered out. In
Figure 4(vi-viii), the script-dependency of the method is
clearly observed. In addition to the merged characters and
cursive text being eliminated, Figure 4(viii) also shows an
instance of incorrect inversion of the binary output due to
overlapping text lines. In contrast, the new method shows
a marked improvement thanks to the color clustering algo-
rithm that enables an accurate identification of CCs. The
color decomposition effectively disambiguates background
objects interfering with text as they are separated into dif-
ferent color layers. Each CC is individually binarized based
on a threshold derived from its foreground and background
intensity estimates. The background intensity estimate ob-
tained using the contour normals provides a reliable deci-
sion to invert the binary output in the the presence of inverse
text. As desired, all the text components are represented
by black on white background regardless of their colors in
the original image. The method is tested on several images

and is found to have good adaptability. More results of the
proposed method on various input images that have inverse
text, arbitrary text orientation and layout are shown in Fig-
ure 5.

5 Conclusions

This paper describes an important preprocessing step for
the analysis of color document images. The use of the con-
tour information makes the method robust to the complexity
of the input image. This is a desirable feature for process-
ing camera-based images that are generally characterized
by arbitrary content and layout. It does not require a priori
knowledge of the number of colors present or their initial-
ization. The contour information is successfully exploited
both in color segmentation that enables accurate identifica-
tion of CCs and in the inversion of the binary output to deal
with inverse text. Preliminary results on camera-captured
images with variable fonts, size, color, orientation, script
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Figure 5. Input images and the corresponding color clusters, identified text regions and binarized
outputs shown column-wise.

and the presence of inverse text are encouraging.
Our future work is to augment the method with a trained

classifier for robust extraction of only the text regions.

References

[1] A. Antonacopoulos and D. Karatzas. Fuzzy segmentation of
characters in web images based on human colour perception.
Proc. Workshop Doc. Anal. Systems, pages 295–306, 2002.

[2] E. Badekas, N. Nikolaou, and N. Papamarkos. Text bina-
rization in color documents. Intl. Jl. Imaging. Syst. Technol.,
16:262–274, 2007.

[3] J. Canny. A computational approach to edge detection. IEEE

Trans. PAMI, 8(6):679–698, 1986.
[4] D. Doermann, J. Liang, and H. Li. Progress in camera-based

document image analysis. Proc. Intl. Conf. Doc. Analy.

Recog., 1:606–616, 2003.
[5] A. Jain and B. Yu. Automatic text location in images and

video frames. Pattern Recog., 3(12):2055–2076, 1998.
[6] J. N. Kapur, P. K. Sahoo, and A. Wong. A new method

for gray-level picture thresholding using the entropy of the
histogram. Comp. Vision Graphics Image Process., 29:273–
285, 1985.

[7] T. Kasar, J. Kumar, and A. G. Ramakrishnan. Font and back-
ground color independent text binarization. Proc. Intl. Work-

shop Camera Based Doc. Anal. Recog., pages 3–9, 2007.

[8] W. Niblack. An introduction to digital image processing.
Prentice Hall, pages 115–116, 1986.

[9] N. Otsu. A threshold selection method from gray-level his-
tograms. IEEE Trans. Systems Man Cybernetics, 9(1):62–
66, 1979.

[10] J. Sauvola and M. Pietikainen. Adaptive document image
binarization. Pattern Recog., 33:225–236, 2000.

[11] O. D. Trier and A. Jain. Goal-directed evaluation of bina-
rization methods. IEEE Trans. PAMI, 17(12):1191–1201,
1995.

[12] B. Wang, X. F. Li, F. Liu, and F. Q. Hu. Color text image
binarization based on binary texture analysis. Proc. IEEE

Intl. Conf. Acoustics, Speech Sig. Proc., 3:585 – 588, 2004.
[13] C. Wolf and J. Jolion. Extraction and recognition of artificial

text in multimedia documents. Pattern Anal. Applic., 6:309–
326, 2003.

[14] Y. Zhong, K. Karu, and A. Jain. Locating text in complex
color images. Pattern Recog., 28(10):1523 – 1535, 1995.

[15] K. Zhu, F. Qi, R.Jiang, L. Xu, M. Kimachi, Y. Wu, and
T. Aizawa. Using adaboost to detect and segment characters
from natural scenes. Proc. Intl. Workshop Camera Based

Doc. Anal. Recog., pages 52–59, 2005.

17



Foreground-Background Regions Guided Binarization of
Camera-Captured Document Images

Syed Saqib Bukhari1, Faisal Shafait2, Thomas M. Breuel1,2

1Technical University of Kaiserslautern, Germany
2German Research Center for Artificial Intelligence (DFKI), Kaiserslautern, Germany

bukhari@informatik.uni-kl.de, faisal@iupr.dfki.de, tmb@informatik.uni-kl.de

Abstract

Binarization is an important preprocessing step in sev-

eral document image processing tasks. Nowadays hand-

held camera devices are in widespread use, that allow fast

and flexible document image capturing. But, they may pro-

duce degraded grayscale image, especially due to bad shad-

ing or non-uniform illumination. State-of-the-art binariza-

tion techniques, which are designed for scanned images, do

not perform well on camera-captured documents. Further-

more, local adaptive binarization methods, like Niblack [1],

Sauvola [2], etc, are sensitive to free parameter values,

which are fixed for whole image. In this paper, we de-

scribe a novel binarization technique using ridges-guided

local binarization method, in which appropriate free pa-

rameter value(s) is(are) selected for each pixel depending

on the presence or absence of ridge(s) in the local neigh-

borhood of a pixel. Our method gives a novel way of auto-

matically selecting parameter values for local binarization

method, this improves binarization results for both scanned

and camera-captured document images relative to previous

methods. Experimental results on a subset of CBDAR 2007

document image dewarping contest dataset show a decrease

in OCR error rate using reported method with respect to

other stat-of-the-art bianrization methods.

1 Introduction

Most of the state-of-the-art document analysis systems
have been designed to work on binary images [3]. There-
fore, document image binarization is an important initial
step in most of the document image processing tasks, like
page segmentation [4], layout analysis [5, 6] or recognition.
Performance of these tasks heavily depends on the results
of binarization. The main objective of document image bi-
narization is to divide a grayscale or color document into

two groups, that are foreground text/images and clear back-
ground.

On one hand, cameras offer fast, easy and non-contact
document imaging as compared to scanners and are in more
common use nowadays. But on the other hand, the qual-
ity of camera-captured documents is worse as compared
to scanned documents because of the degradations which
are not very common in scanned images, like non-uniform
shading, image blurring and lighting variations. Due to this,
binarization of camera-captured documents is more chal-
lenging than scanned documents.

From decades, many different approaches for the bina-
rization of grayscale [7, 2, 8, 9, 1, 10, 11, 12, 13, 14] and
color [15, 16, 17] documents have been proposed in the
literature. Additionally, grayscale binarization techniques
can be applied by first converting the color documents into
grayscale. Grayscale binarization approaches can be clas-
sified into two main groups: i) global binarization methods
and ii) local binarization methods.

Global binarization methods, like Otsu [7], try to esti-
mate a single threshold value for the binarization of whole
document. Then based on the intensity values, each pixel is
assigned either to foreground or background. Global bina-
rization methods are computationally inexpensive and per-
form better for typical scanned document images. However,
they produce marginal noise artifacts if grayscale document
contains non-uniform illumination, which is usually present
in case of scanned thick book, came-captured document or
historical document.

Local binarization methods, like Sauvola [2], try to over-
come these problems by calculating threshold values for
each pixel differently using local neighborhood informa-
tion. They perform better on degraded document images
but are computationally slow and sensitive to the selec-
tion of window size and free parameter values [18]. Some
special techniques [11, 12, 13] based on local binarization
have been proposed recently for improving the binarization
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results of degraded camera-captured and historical docu-
ments. In general these methods produce good bianriza-
tion results under non-uniform illumination as compared to
other types of local binarization methods, but are still sen-
sitive to free parameter values.

In this paper, we deal with the binarization of degraded
grayscale camera-captured document images. Here, we de-
scribe a local binarization method based on Sauvola’s bi-
narization method, which is less sensitive to free parameter
values. Unlike Sauvola’s method, instead of using the same
free parameter values for all pixels, we select different val-
ues for foreground and background pixels. We use ridges
detection technique for finding foreground regions informa-
tion.

The rest of the paper is organized as follows: Section
2 explains the technical and implementation details of our
binarization method. Section 3 deals with experimental re-
sults and section 4 describes conclusion.

2 Foreground-Background Guided Binariza-
tion

Researchers [19, 20] have evaluated different state-of-
the-art global and local binarization methods and reported
that Sauvola’s binarization method [2] is better than other
types of local binarization methods for degraded document
images. But the performance of local binarization meth-
ods is sensitive to free parameter values [18]. Our binariza-
tion method, presented here, is an extension of Sauvola’s
method. In section 2.1 we discuss about the Sauvola’s bi-
narization method and how to improve its performance by
selecting different free parameter values for foreground and
background pixels. In section 2.2 we describe the method
for detecting foreground regions using ridges. In section 2.3
we describe the guided Sauvola’s binarization method with
respect to foreground/background regions information. .

2.1 Local Binarization using Sauvola’s

method

Grayscale document images contain intensity values in
between 0 to 255. Unlike global binarization, local bina-
rization methods calculate a threshold t(x, y) for each pixel
such that

b(x, y) =
{

0 if g(x, y) ≤ t(x, y)
255 otherwise

(1)

The threshold t(x, y) is computed using the mean
μ(x, y) and standard deviation σ(x, y) of the pixel intensi-
ties in a w × w window centered around the pixel (x, y) in

Sauvola’s binarization method:

t(x, y) = μ(x, y)
[
1 + k

(
σ(x, y)

R
− 1

)]
(2)

where R is the maximum value of the standard deviation
(R = 128 for a grayscale document), and k is a parameter
which takes positive values. The formula (Equation 2) has
been designed in such a way that, the value of the thresh-
old is adapted according to the contrast in the local neigh-
borhood of the pixel using the local mean μ(x, y) and lo-
cal standard deviation σ(x, y). Because of this, it tries to
estimate appropriate threshold t(x, y) for each pixel under
both possible conditions: high and low contrast. In case
of local high contrast region (σ(x, y) ≈ R), the threshold
t(x, y) is nearly equal to μ(x, y). Under quite low contrast
region (σ << R), the threshold goes below the mean value
thereby successfully removing the relatively dark regions of
the background. The parameter k controls the value of the
threshold in the local window such that the higher the value
of k, the lower the threshold from the local mean m(x, y).

The statistical constraint in Equation 2 gives acceptable
results even for degraded documents. But, there is a con-
tradiction regarding the appropriate value of k in research
community. Badekas et al. [20] experimented with differ-
ent values and found that k = 0.34 gives the best results,
but Sauvola[2] and Sezgin[19] used k = 0.5.

We have analyzed Sauvola’s binarization method with
different values of k for degraded camera-captured docu-
ment images. Some of the experimental results are shown
in the Figure 1. These results clearly show the sensitiv-
ity of Sauvola’s binarization on the value of k. Addition-
ally, already reported values of k,i.e k = 0.5 [2, 19] and
k = 0.34 [20], do not give acceptable result under blurring
or non-uniform illuminations, as shown in Figure 1.

However, we have noticed that, k = 0.2 gives low noise
in the background but produces broken characters, shown
in Figures1(g) and 1(h). On the other hand, k = 0.05
gives good results for foreground text/images pixels with
unbroken characters but with some noise in the background,
as shown in Figures 1(i) and 1(j). These experiments al-
lows us to claim that, Sauvola’s method can perform better
on degraded documents, if we use different value of k for
each pixel depending upon its association with foreground
or background region.

In next section we describe the method of estimating
foreground region using ridges detection and in section 2.3
we describe the adaptation of Sauvola’s method using fore-
ground/background region information.

19



(a) Degraded camera-captured image with blurring. (b) Degraded camera-captured image with non-
uniform illumination.

(c) k = 0.5. (d) k = 0.5.

(e) k = 0.34. (f) k = 0.34.

(g) k = 0.2. (h) k = 0.2.

(i) k = 0.05. (j) k = 0.05.

Figure 1. Sauvola’s binarization results for different values of k. k = 0.5 is reported by Sauvola[2]
and Sezgin[19]. k = 0.34 is used by Badekas et al. [20]. We have selected k = 0.2 and k = 0.05.
With k = 0.2, results have cleaned-background and broken-foreground-characters. And with k = 0.05
results have uncleaned-background and unbroken-foreground-characters.
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2.2 Foreground Regions detection using

Ridges

We have already described textline detection techniques
for handwritten and camera-captured documents using
ridges in [21, 22]. In this paper, we use this technique for
finding foreground regions, that are central lines structure
of textlines and drawings. Detection of foreground regions
using ridges is divided into two sub steps: (i) image
smoothing and (ii) ridges detection. Following sections
discuss these steps in detail.

2.2.1 Image Smoothing

Camera-captured document images contain variety of
curled textlines and drawings structure with respect to size
and orientation angle. Match filter bank approach has been
used for enhancing the structure of multi-oriented blood
vessels [23] and finger prints [24]. In [21, 22] , we have
described multi-oriented multi-scale anisotropic Gaussian
smoothing, based on matched filter bank approach, for
enhancing textlines structure. In this paper, we use multi-
oriented multi-scale anisotropic Gaussian smoothing for
enhancing curled textlines and drawings structure. A single
range is selected for both σx and σy , which is the function
of the height of the document image (H), that is aH to
bH with a < b. The suitable range for θ is from -45 to 45
degrees. From these ranges, a set of filters is generated for
different combinations of σx, σy and θ. This set of filters is
applied to each pixel of grayscale image and the maximum
resulting value is selected. Figures 2(a) and 2(b) show the
input and smoothed images respectively.

2.2.2 Ridges Detection

Multi-oriented multi-scale anisotropic Gaussian smoothing
enhances the foreground structure well, which is clearly
visible in Figure 2(b). Now the task is to find the fore-
ground regions information. Since decades, ridges detec-
tion has been popularly used for producing rich description
of significant features from smoothed grayscale images [25]
and speech-energy representation in time-frequency do-
main [26]. Ridges detection over smoothed image can
produce unbroken central lines structure of foreground
textlines/drawings. In this paper, Horn-Riley [25, 26] based
ridges detection approach is used. This approach is based
on the informations of local direction of gradient and sec-
ond derivatives as the measure of curvature. From these in-
formations, which are calculated by Hessian matrix, ridges
are detected by finding the zero-crossing of the appropriate
directional derivatives of smoothed image. Detected Ridges

over the smoothed image of Figure 2(b) are shown in Fig-
ure 2(c) and Figure 2(d). It is clearly visible in the Fig-
ure 2(c) that ridges are present where the foreground data
are present and each ridge covers the complete central line
structure of a foreground object.

2.3 Foreground-Background Guided

Sauvola’s Binarization

We have already discussed in section 2.1 that no sin-
gle value of parameter k in Sauvola’s method is suit-
able for different types of degraded camera-captured doc-
uments. But k = 0.05 gives good results for foreground
textlines/drawings with some background noise and k =
0.2 gives noise free background with broken characters, as
shown in Figure 1. Ridges have been detected in section
2.2, that give information about foreground data. There-
fore, instead of using fixed value of k for all pixels, we use
different values of k for foreground and background pixels
to improve the binarization result. We redefine Sauvola’s
binarization method, such that:

t(x, y) = μ(x, y)
[
1 + k(x,y)

(
σ(x, y)

R
− 1

)]
(3)

where k(x,y) is equal to 0.05 if ridge(s) is(are) present
in the local neighborhood window w × w window centered
around the pixel (x, y), otherwise equal to 0.2. After thresh-
olding, median filter is applied to remove the salt and pepper
noise. Binarization results based on foreground/background
guided Sauvola’s method are shown in Figures 2(e) and 2(f).

3 Experiments and Results

We evaluate our binarization approach on the hand-held
camera-captured document images dataset used in CBDAR
2007 for document image dewarping contest [27]. For this
purpose, we have selected 10 degraded documents from the
dataset. State-of-the-art Otsu’s [7] and Sauvola’s [2] bina-
rization methods are used for comparative evaluation. The
results of Otsu’s, Sauvola’s and foreground-background
guided Sauvola’s binarization methods on some example
documents are shown in Figure 3.

We compare the OCR error rate of all three binarization
methods for 10 selected documents. These documents have
non-planar shape, therefore we apply dewarping algorithm1

on the results of all three binarization methods. Then de-
warped documents of all methods are processed through a
commercial OCR system ABBYY Fine Reader 9.0. After

1We have described dewarping method using ridges based coupled-
snakes model, which is currently in review phase of CBDAR 2009.
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(a) Input Image. (b) Smoothed Image generated by us-
ing match filter bank approach.

(c) Horn-Riley method [25, 26] is used
for detecting ridges.

(d) Closeup portion of detected ridges.

(e) Result of foreground/background
guided Sauvola’s binarization.

(f) Closeup portion of binarized result.

Figure 2. Binarization algorithm snapshots.
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(a) Input Image (b) Input Image

(c) Otsu’s result (d) Otsu’s result

(e) Sauvola’s result (f) Sauvola’s result

(g) Guided-Binarization’s result (h) Guided-Binarization’s result

Figure 3. Binarization results of Otsu [7], Sauvola [2] and our Guided-Binarization. Note that Otsu’s
results have large amount of noise. For Sauvola’s binarization we have manually selected the appro-
priate paramerter values w = 15 and k = 0.15 for given dataset. Sauvola’s results (w = 15,k = 0.15)
have broken-characters for blured images. Our proposed guided binarization method shows better
results for both text and drawing regions, even in the presence of bluring.
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obtaining text from the OCR software, the block edit dis-
tance2 with the ASCII ground-truth has been used as the
error measure. Table 1 shows the comparative results of all
methods with respect to mean edit distance, median edit dis-
tance and the number of documents for each algorithm on
which it has the lowest edit distance (in case of tie, all al-
gorithms having the lowest edit distance are scored for that
document).

4 Conclusion

In this paper we presented a novel way of automati-
cally selecting free parameter values for locally adaptive
binarization methods. Local binarization methods, like
Niblack’s [1] and Sauvola’s [2] binarization, use constant
values of free parameter for all pixels in the image and are
sensitive to these values. We overcome this sensitivity by
not using constant values of free parameters for all pixels.
We used different free parameter values in Sauvola’s meth-
ods for foreground and background pixels and achieved
promising results for degraded camera-captured documents
having blurring and non-uniform illumination. We have
also described the simple and efficient way of finding fore-
ground regions of document image using ridges detection.

Comparative results in Figure 3 and Table 1 show that,
our guided Sauvola’s method outperforms other state-of-
the-art global and local binarization methods for degraded
documents. Furthermore, our method of selecting free pa-
rameter values can also be used with other types of local
binarization techniques.
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