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ABSTRACT

Almost all polling models studied in the literature deal with ‘open’ systems
where all jobs are transient, i.e., they arrive to, are served by, and leave the
system. Recently Altman & Yechiali [1994] introduced and analyzed models for
‘closed’ polling networks in which a fized number of permanent jobs always reside
in the system, such that each job, after being served in one station, is immediately
(and randomly) routed to another station where it waits to be served again by
the rotating server. Boxma and Cohen [1991] analyzed a single-node M/G/1
configuration with regular (transient) Poisson jobs and with a fixed number of
permanent jobs who immediately return to the end of the queue each time they
receive a service.

In this work we study Aybrid multi-node polling systems with both transient
and permanent jobs, operated under the Gated, Exhaustive, or Globally-Gated
service regime. We define the laws of motion governing the evolution of such
systems and derive the multi-dimensional generating functions of the number of
jobs at the various queues at polling instants, and at arbitrary points in time.
For each regime we investigate the interaction between the two populations of

jobs and derive formulae for the means, as well as expressions for calculating the
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second moments, of the number of jobs at the various queues. Waiting times and

throughput rates are calculated and the systems are compared with each other.

Keywords: polling. open and closed systems. transient and permanent jobs.

1. INTRODUCTION

Polling systems are queueing networks where N stations (queues, channels) are at-
tended by a single server that moves, following some ‘routing table’ (most commonly,
cyclic), between the stations and serves the jobs in each queue according to some service
discipline. Due to their wide range of application, these systemé have been studied exten-
sively in the literature (cf. Takagi [1986], [1990], Browne and Yechiali [1989], Levy and
Sidi [1990], Yechiali [1993] and many others). However, almost all investigated models
dealt with ‘open’ networks where hexogenous streams of transient jobs flow into a system,
get served and leave never to return. Recently Altman and Yechiali [1994] analyzed pure
‘closed’ polling systems in which a fixed number of permanent jobs always reside in a
system in a way that each job, after being served in one station, is immediately routed
(randomly) to another station where it waits to be served again by the rotating server, etc.
Boxma and Cohen (1991] studied a single-node M/G/1 queue with the ordinary transient
jobs and with K permanent jobs who immediately return to the end of the queue each time
they receive a service. In particular they showed that, for the case where the service times
of the Poisson jobs and the permanent ones are all negative exponential with identical
means, the queue length and sojourn time distributions of the Poisson (transient) jobs are
the (K + 1)-fold convolutions of those for the case without permanent jobs.

In this work we study hybrid Polling systems with both transient and permanent jobs,
operated under the Gated, Exhaustive, or Globally-Gated service regime. We define the
laws of motion governing the evolution of such systems and derive the multi-dimensional
generating functions of the number of jobs at the various queues at polling instants and
at arbitrary points in time. For each regime we investigate the interaction between the
two populations of jobs and derive formulae for the means, as well as expressions for
calculating the second moments, of the number of jobs at the various queues. Waiting
times and throughput rates are calculated and the systems are compared with each other.

We begin section 2 with a description of the assumptions leading to the hybrid model,
and introduce the required notation. Section 3 deals with the Gated service regime. We
derive a set of generating functions (GFs) from which we obtain explicit formulae for the

mean number of transient, as well as permanent, jobs residing in the system at the various
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queues at polling instants. We also calculate the mean cycle time and the throughput of
such a system. Section 4 is devoted to the analysis of the Exhaustive service regime. Again,
we derive a set of multi-dimensional GF's, from which we obtain explicit formulae for the
mean number of jobs (transient and permanent) at the various queues at polling instants
and calculate the throughput. The Globally-Gated service regime (introduced by Boxma,
Levy and Yechiali [1992]) is studied in section 5. The GF of the system-state (i.e. number
of jobs) at the start of a cycle is derived and the Laplace Stieltjes Transform (LST) of the
cycle duration is expressed in terms of this GF. Mean numbers of transient, as well as of
permanent, jobs at the various stations are explicitly calculated, together with the mean
cycle time and throughput. For a special case where the set of N stations is partitioned
into two separate sets of ‘transient only’ and ‘permanent only’, we derive expressions for
the mean waiting time of an arbitrary transient job in a given station. Section 6 is devoted
to calculating second moments for all 3 regimes. We conclude with section 7, where, for

each regime, the GFs and moments of the numbers of jobs at an arbitrary instant are
obtained.
2. MODEL AND NOTATION

A single server attends N stations (channels, queues, nodes), denoted by Q1,Q2,...,
Qi,-..,QnN,in acyclic manner and reside in each queue according to some service discipline
(e.g. Gated, Exhaustive or Globally-Gated). External jobs flow into @; according to a
homogeneous Poisson process with intensity A;, 2 = 1,2,...,N. These jobs, after being
served, leave the system never to return, and are therefore called transient. In addition,
there are M permanent jobs that always reside in the system, each one randomly routed
from one queue to another every time it completes a service.

Service time of a transient job served in @; is a random variable B; with mean b;,
second moment bgz) and LST Ez(s) =FE [e"B*]. The corresponding characteristics of a
permanent job served in Q; are BY ,ﬂi,ﬂiz) and Ef (s), respectively. A permanent job,
after being served in @;, is immediately routed to @; (7 = 1,2,...,N) with probability

N
P;;, > P;j = 1. The routed job then waits in @Q; to be served once more by the moving
—

j
server (requiring service time duration Bf ) and rerouted further to another queue, etc.

Transient and permanent jobs in each queue are mixed and their service order follows the
First Come, First Served (FCFS) discipline.
When moving from station z to station i + 1, the server incurs a random switch-over

time D;, having mean d;, second moment dgz) and LST ﬁi(s). Total switching time during

N N ~
a full cycle is D = 3. D;, with mean d = Y d;, second moment d(® and LST D(s).

=1 =1
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We invoke the usual independence assumptions between stations, arrival processes,

- service times and switch-over times, and use the following

Notation.
A;j(t) = number of external (transient) Poisson arrivals to station j during a time
interval of length ¢.
Polling instant = the moment when the server ‘enters’ a station.
Xij = number of transient jobs at Q; when Q; is polled.
Y,-j = number of permanent jobs at ); when Q; is polled.
(X;;Y,) = (X},Xf,...,Xij,...,X,-N;Y,-I,Yiz,...,Y;j,...,Y}N) = system state at a
polling instant to station : (in steady state).
fl = Elx}}, ol = E[Y]].
C = Cycle time.

K 1] (Y#) = number of permanent jobs, out of Y}, routed from Q; to Q; while the server

is visiting station <.
3. THE GATED REGIME

Under the Gated service regime, at each visit to a station, the server attends only

those jobs, transient and permanent, residing in the queue at the polling instant.

Laws of Motion.

The laws of motion describing the evolution of the system-state when the server moves

from @Q; to @iy are given by

m=1

| X v
X7+ 4; (kE B + ) 35n+Di) , 1#]
=1

X, = (3.1)

X! ¥
Al X B+ Y. BE. +D;|, i=3j
k=1 m=1

Y+ KI(Y]), i#]
it1 = .
KiY?), i=j
Generating Functions.
The multi-dimensional GF of the system state, (X;;Y;) at polling instant to Q; (z =
1,2,...,N) is defined as

Gi(ziw) =B |[[ 5 - [[wf (3.3)

N .
J
j=1 j=1

Define also
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X; i X; v}
BXBYD;=) Bua+ Y Bf.+Di; BX;=)» Ba; BYY;= > BE,
k=1 m=1 k=1 m=1

Then, by using (3.1) and (3.2), we have
N xi . N A;(BXBPYD;) ( N Y7 v KI(Y#)
Gin(zw) =B || [T5" || []+" D) (e | (ITwi
i=1

/N Xi A A;(BX;) a 4;(BFY:) (N Y} - K (Y}) 5 4;(Ds)
=E sz')‘ =" I1%" [« wj* 11+
j=1

=1

ji=1
i

N P N
: (H“’f{ (Y.-))} .D; (Z,\j@ _z,-)) (3.4)

Equation (3.4) implies:

~

Git1(z;w) = Gi (Zl,zz, ooy 2i=1,Bi(8(2)), zit1, - -5 2N

N
W1,Wa, ... Wil [55(5(5))' (Zpijwj)} awi+17---7wN> - D;(8(z)) -

First Moments.

Since

0G;(z;w)
0z;

0G;(z;w)

and g = B[] = =22
J

f1=EX]]= (3.6)

from (3.5) (also, from (3.1) and (3.2)) we obtain a set of 2N? equations in the N2 unknowns

ff and the N? unknowns gg :

. I+ Xi[bifi +Bigl] + XNjdi i #
fla= _ _ (3.7)
Xibifi +Bigi] + Midi 1=
. gl +Pjgi i#j
92?+1 = (3.8)

Pugi i=j
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It is important to observe that the solution of (3.8) for the permanent jobs is inde-
pendent of the transient jobs. However, the solution of (3.7) does depend on (3.8).
From Altman and Yechiali [1994], we have

gi=c-m (3.9)

where the 7;’s are the limiting distribution of the routing Markov chain [P;;] (if such a

limit does not exist, one may take the Cezaro limit). The 7} are calculated from
N N
7rj=Z1n-P,:j, j=12,...,N; Zﬂ'j:l.
=1 j=1

The constant ¢ is given by

M (3.10)

and it represents physically the expected number of permanent jobs served within a cycle.
N

N
This follows since Y gi=c ) m =c.
i=1 i=1

For the transient jobs we get
fi = NE[C) (3.11)

where the mean cycle time, E[C], is given by

N
E[C]=) [bifii + Bigi + di] (3.12)

=1

Using (3.11), the mean cycle time is expressed as

N N ]
E[C] =Y bXE[C]+ ) Bigi+d.

=1 k=1
With the aid of (3.9) it follows that
N N
> Bigitd ¢} Bimi+d
=1 =1

E[C] = =, = '1—p (3.13)

N
where pPi = }\ibi; p= Z Pi.
=1

Define ¢;, the arrival intensity (and hence the throughput) of permanent jobs to (from)
‘ N
channel 7, by ¢ = g}/E[C], and set pf = &8:;, pF = pF. Now,
. =1

N
E[C) = pE[C]+ ) giBi +d

ie., =1
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EWFZTZ%JF' (3.14)

It should be noted, however, that the necéssary and sufficient condition for steady state is

N . .
p <1 (not p+pP < 1), since d + 3 Big! is the expected ‘overhead’ time per cycle (see
=1

(3.13)). Indeed,
N

¢y Bim;
=1

P _

- E 1. (3.15)
d+¢;ﬂiﬂ'i

P

Thus, p¥ < 1 — p whenever p < 1.

An explanation from the system’s point of view is that, near saturation condition, the
server works on transient jobs most of the time so that the existence of permanent jobs

does not come into play in the stability condition.

As for the g/ = E[Y/], from Altman and Yechiali [1994]:

i—1
gf = CZ Pyjmy (3.16)
k=j
Finally, for the transient jobs we get
) i—1
=2 |3 [(on+ PD)EIC] + 4] | - (3.17)
k=j
Result (3.17) is readily verified by substituting in (3.7).
Throughput.
The mean number of jobs processed per unit time is
N . N .
G Z1 fit Zl g c 1—-p
AV = T = =A4+ = 3.18
B[C] TEC T TR (3.18)
Y. mifi +d/c
=1
N
where A = ) A;. Thus, by (3.10),
=1
A =X+ L=p (3.19)
- N X k ’
SomiBi+ 47 > ™ Y Prj
=1 k=1 j=1

It is interesting to observe that the overall throughput in a hybrid system is larger

than A, the arrival rate and throuput in a pure Gated System with no permanent jobs.
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However, queue sizes and waiting times of transient jobs increase due to the presence of
the permanent jobs. Indeed, f; = M E[C], as in the pure Gated case, but E[C] in the
hybrid process is larger, i.e. E[C(hybrid)] > d/(1 — p) = E[C(pure Gated)].

Symmetric System.

In a fully symmetric system, where all stations and jobs are (probabilistically) iden-

tical, i.e. P;; = %, ™ = —1-‘:]-, b; =B = by, Ai = A1, we obtain

1- 1-
%k;%'%“’l Mo '

4. THE EXHAUSTIVE REGIME

Under the Exhaustive service regime, the server leaves a visited station only when

there is no work left and the queue is empty.

Laws of Motion.

The law of motion for transient jobs under the Exhaustive regime is

. xi ¥
X/ +A;| YO+ D Aim+Di}] i1#7
j k=1 m=1
X}, = (4.1)

Ai(D;) i=3

where 8;; ~ 8;, and 8; is a regular busy period in a regular M/G/1 queue with arrival rate
\; and service times B;. Aix ~ A;, where A; is a delay busy period in an M/G/1 queue

as above, but the first service time takes Bf units of time. It is well known that

?f is a Negative-Binomial variable counting the number of Bernoulli trials required to
obtain Y} successes when the probability of success in each individual trial is (1 - Py).

Note that (4.1) holds since each time a permanent job is served in queue 3, it requires
service time of length Bf.

The law of motion for permanent jobs is

v, = {3 P00 i (42)
0 1=3

where I?f (Y#) is the number of jobs, out of Y}, routed from ¢ to j when the server visits

station ¢z under the Exhaustive regime.
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Following the arguments in Altman & Yechiali [1994] we have,

'm,

P [I?,-"(Yf) =mj, j = 1,2,...,N|y;']
H mJ' =1
. . ]_
Whereﬁi-z ’J/ H y 1F#] (Pii#l)
3 il
N .
and Z m; = Y;."'.
Jj=1
Generating Functions.

Define the multi-dimensional GF of the system-state vector (X;;Y;)

asin (3.3), i.e., -
N xi N yi
Gi(z;w) =E sz" -ij‘ .
j:l j=1

X‘ Y'
Then, by using the laws (4.1) and (4.2) and defining 6X Y= E Oir + }: A;m we obtain,

N\ (x ) [ —N
Cona(s )=E{-(HZJX:\ \le aX.’Y)) \j=Jiz;'\ ) Jl: )/r—r ’( YY) :ll

T 3

N ) /~ N _ N N ;
=E ' 2,-"} \Hi[zf\j(l—zz')] : Ai[g/\j(1~2j)] ' I=I“’;Y

(2 ST
S ()] | alpre s

. Y
Ry(@)-0=Pa)\ " (17,7 | [~ (P ) .(5(a
( Z( (Z)) ) ;1:.! 7 é;(l_P") J ] Dz(s(_)
where N
v(z) = A1 - 2) = 8(z) — Al - =)
Finally,
Git1(z;w) =Gi (zl,zz, ooy 2im1,0:(Y(2)), Zid1, - - 2N (4.3)

,wm,...,wN) - Di(8(2))

Ai(v(2)
w1,(JJ2,-..,Wz'—1,[(1—A1(7(E) )(E;PJWJ)
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First Moments.

From (4.1) and (4.2), or from (4.3), we obtain

5 f1+ NE(0:)f + ME[A] (1_5'5:,-,-) +Aidi 1#] (4.4)
e Aidi 1=7] .
. ol + ool i#]
9l = (4.5)
0, i=j
Following Altman and Yechiali [1994], the solution of (4.5) is
c-mi, 1=

N .
with {7;})V determined from 7; = ) 7miPij , j =1,2,...,N and E 7 =1

=1 ]*‘
(A direct substitution readily shows that 7; = ;). The constant c is given by

E:M/(iﬁki Akj) (4.7)

In order to solve (4.4) we proceed as follows. We rewrite (4.4) for k # i

. k
% i g
frho1 — fr = ME0:) fF + ME[Ag)] (1 _I}_.,kk) + Aidg

Summing over k from j to i — 1 (j > %) yields

fi-fi=X ZEok F+ ZEAk]( )+,\ de (4.8)

k=j k=j k=j

Setting j =7 + 1 in (4.8) and using (4.4) for i = j, we get

fi= N Z[ (6:)fF + E[A ](1—Pkk>j' + i de (4.9)

k#i
Clearly,
N N g,,;
_ i . i d .
E|[C] ;E[(h]ﬁ + z;E[A,J (1 = Pﬁ) + (4.10)
Proposition 1. We claim
fi = (1= pi — pP)EIC] (411)
d
- 4.12

p
where, pF = [( 1 _"P) /E[O]} Bi . (4.13)
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Proof: Substituting (4.11) and (4.12) in both sides of (4.9) leads to

N .
br Ak ﬁk P
Ai(1 - pi — pDYE[C] = N 1— pg — Cl+ t g + \id
k#: k#:
or,
N , N d
1—p; ;)= k 1-— — + L 4+ —
ki ki
N P d
D[ 2 o) <
ki
N
Z;(pk +pk)+En[C]
ki
That is,
1=+ oL

which verifies the assertions (4.11) and (4.12).
Substituting (4.11) and (4.13) in (4.10) and using E[§;] = -2, E[A,] = '6 -, yields

s
Q
I
.Mz
—~
&

Il

M=

]

E f—t
S <

SN p R0 S () (1) o
-3 (24 >(1_’i",,i)+f;( S ) () +e

i
L

=1 =1
N N /Bgz
= i 17 d
;pE[C’]-i-; T
Thus,
N
d+ Z 1,5:.}!];“ ‘
E[C] = —lzi———~ (4.14)

It follows, as in the Gated case, that a necessary and sufficient condition for stability of
the system is that the traffic intensity of the hexogenous (tranéient) customers is less than

l,ie. p<1.

Proposition 2.

1—1 1—1 ‘
T =X1) (e ADEICI+ ) dk| i# (4.15)
k=j+1 k=j

Proof: Indeed, using (4.8), interchanging the indices ¢ and j, substituting (4.9) for f;
and applying (4.10) and (4.11) gives:
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j—1

. . k k J
fl=Ff1=X) E6] (Ak(l — pr)E[C] = Mi7 _g’;akkﬂ + g}’: 91}3“) Y z;‘idk

k=1

. i-1
=f] =X

prE[C] +pkE[Ol] - de

k=1
= Xj(1 = pj)E[C] —A; ZPkE Aipf E[C] = A ZPfEC] Aj de
k=1 k=1
i i -
-(1- zpk)Ew] B - Y
k=1 k=1 k=1

Y -(1_: 5 )[1— (p—k_z];lpk) - (Pp“k:élpf)] - (d—gdkﬂ

=,\j-d+(1_p - )( E pi + Z pk)—d+§dk]

k=j+1 k=j+1

=,\,-- i (pk+pk)E[C +§dk]

L k=j+1 k=j J

Throughput.

The mean number of jobs processed per unit time is

Elire)/0-0)] ot

yie) =+ iE[C’]_ . (4.16)

AP =

’

Note again that the overall throughput increases (with respect to the ‘only transient jobs

Exhaustive case) due to the presence of the permanent jobs.

Symmetric System. In a fully symmetric system we have Ai = A3 by = Bi = by

Pj=%,1-P;=1-% =2z Thus, fori#j,

YT 1-Py (N—l)/N_N_1
~ 1 7
ﬂ’j:jv— smce 71'1 Zﬂ'z ij = ;7"1 _1 1(1—1fj).
i#j

. M M MN({N -1) M-N(N-1)
Cc = = = = =2M

N Ok N k=1 N N(N -1)/2

Y@L Py Y wX v x(k-1)

k=1 j=1 k=1 j=1 k=1

.M
g; = I N
2M
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d+ Nb, 2M
E[C] = __l_N_l
-p

i =x(1=pi=pF)BIC) = 2 (1 - pn — oF) ELC)

N
2 fi=XE[C) [N —p- fVM_bll N/E[O]}

Y [(N - p)E[C] - P

N
; _ 2MN
;gi/(l —Pi) =5

The throughput in such a symmetric system is given by

ad 7 S 7
po_ BETEA/GPD v pymic) - ] + gy
- E[C] B E[C]
(1—p1)(1 -p) )
=M(N-p)+ —dgé?;ﬁ-—}——b:o- (4.17)

5. THE GLOBALLY GATED SERVICE REGIME

Cycle Time and Generating Functions.

According to the Globally Gated (GG) service regime (see Boxma, Levy and Yechiali
[1992] and Boxma, Weststrate and Yechiali [1993]), at the beginning of each cycle by the
server (starting, say, from station 1), all gates are closed simultaneously, and only jobs
present in the system at that closing moment will be served during this cycle.

Let (X ;(n); Y 1(n)) be the state of the system at the start of the n-th cycle. To ease

notation we write

(X (m)Xs(m) = (Xa(r), Xo(m),-., X () Va(m) Ya(r), .., Yiv(n)) = (X(n); ¥ (m) -

Now, the n'? cycle duration is given by

Xj(n) Y;(n) .
[ Y Bjx+ Y B, +D,] : (5.1)
k m=1

=1

C(n) = Z

N
=1

j
The conditional LST of C(n) is

N N |
B e~ (x(n); Y(m)] = (H[Ej(u)l"“")) (H[?(unw) bw)  (52)

1
where ~

D(u) = E[e’“D} = E[e i=1 ] = ﬁﬁ,(u) .
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E[ _“C(")] G“(Bl(u) Ba(u)y. .-, Bn(u); BY (u),.. ., Bﬁ(u)) D(u) (5.3)
Now,
’ N N
eian! (_z_;‘_‘-’. (X(n),f_(n))) =F ( 1:[ z;_xi(n-i-l)) ( U w}’j(n-i-l)) ‘ (—X-(n)’x(n))jl

N . ,
Clearly, X;(n+1) = 4;(C(n)), Yi(n+1) = Y K?(Yi(n)), where K (Y;(n)) is the number
=1 .

of permanent jobs, out of Y;(n), routed from station 7 to station j. Hence,

(e—-;)\j(l—ﬁ)c(n)) (ﬁ (ﬁ wff(ﬁ(ﬂ)))) ’ (i(n),X(n))}

Thus,

G™t(z;w)

= D(5(2)) 6™ (B1(8(2)), B2(8(2)), - - B (8(2);

(B2 () (X Prow)], [BE (62) (X Paseor) |- [BE(6(2)) (X2 P )]) -

k=1 k=1 k=1
(5.4)
Passing to limit we derive
Glziw) = G(blz)is(zw)) - D(6(2) (5.5)

where h(z) = (hy(z), h2(2),-- -, hn(z)), with hi(z) = B (8(2)), and s(z,w) =(s1(z,w),
s2(z,w)y .- -s sn(z,w) ) with si(z,w) = [BP( (2))- ( Z Pkwk>] It now follows from (5.3)
that the LST of C is given by

C(u) = D(u) - G(Bi(u), Ba(w), ..., Bn(u); BF (w)BE (u),...,BR(w)) (5.6)

where G(-,-) is given implicitly by (5.5).
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First Moments.

From (5.1) one obtains:

N
E[C] =) (bfi + Big;) +d (5.7)
j=1
Ziw 8G(z;w
where f; = E(X;) = ‘9%(;].4 smw=1 9i = E(Y;) = B(T—j—) z=w=1"

By differentiating both sides of (5.5) we derive
N
gi =Y Pijgi .
=1

N
Since ) g; = M it readily follows that
=

g; = Mrm; (5.8)

M N
where {m;}{V are determined from m; = Y. mP;;, Y. m; = 1. Also
=1

=1

N
fi=Xi- Z (bifi + Bigs) + di] = N E[C] (5.9)

=1

N N
Thus, E[C] = }, (bifi +Big;) +d=( lej)E[C] +M 21 Bjmj + d. Hence
i= j=

j=1
N
d+ M Z ,Bjﬂ'j
=
B0 = — = (5.10)

Again, the necessary and sufficient condition for stability is p < 1.
It should be noted that the mean cycle time E[C®] under the Gated regime is larger

than the mean cycle time E[C®®] under the GG regime. This follows since ¢ > M (see
N

N k
(5.10)), as Y, mp >, Pyj < >, mp = 1.

k=1 j=1 k=1
Also, letting ¢F = E‘%T , p¥ = ¢F B;, equation (5.7) is written as

N N
d
E[C] =) pE[CI+) p{E[C]+d= 17— (5.11)
i = —p—P
Throughput.
The mean number of jobs processed per unit time is
IEV: fi+M
i +
j
AGCG = 2 g MU—p) (5.12)

E(C] d+M § Bjm;
j=1



410 ARMONY AND YECHIALI
Since ¢ > M, it follows (see (3.18)) that

AG% < AC.
Nevertheless, here too, the throughput is larger than its counterpart in a pure GG regime.

Calculation of E[C?].
To obtain E[C?] we differentiate twice equation (5.6) and derive

N N
E[C? =d® +2d) (b;f; +Big5) + Y (6515 + B85 g5]

j=1 j=1
N N
+3° 3 [B6uf (i, k) + 26;8er(i, k) + BiBrg (s b)) (5.13)
j=1 k=1
where |
fi k) = ZCEe) BX:Xi], ik
’ Bziazk E[X 1)] ; i= k
) azG(z YY],J, z;ék
g(Z, k) = Bw; 6 |z—w__ (514)
IOk —1), i=k
: P G(z;w)
7‘(":7 k) = W,E:‘ =F X Yk

The second and mixed moments f(z, k), g(2, k) and r(,k) are calculated by solving the set
of 3N? equations in 3N? unknowns (see section 6), obtained by twice differentiating both
sides of (5.5).

Since at polling instants the locations of the permanent customers are independent of -

the transient jobs, we can use the results in Altman and Yechiali [1994] to write
g(i, k) = M(M — 1)m;my, (5.15)

where {m;} is the limiting distribution of the routing matrix [P,J]

Waiting Times for a Special Case.

Consider the case where the set of N stations is partitioned into two sets: a set OP,
with only ‘open’ stations, and a set CL, with only ‘closed’ stations. Let |OP| = Np,
|CL| = N, such that N = Ny + N.. The single server visits the stations in the regular
cyclic manner. Consider an arbitrary transient job, K, that arrives at station k¥ € OP. Its
waiting time is composed of the following parts:

(1) the remainder part, S'R, of the cycle

1
(ii) all switchover times Y, D; from station 1 to station k.
=1
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(ili) service times of all jobs in stations 1,2,...,k — 1. Those jobs either arrived or were
routed to these stations during the cycle in which K has arrived. (The length of this
cycle is Cp + Cgr, where Cp is the past part of the cycle).

(iv) service of transient jobs in station k that arrived during the past part of the cycle,
Cp, before the arrival instant of job K.

We therefore have, for k& € OP,

k-1 k-1 k-1
E[W| = E[Crl + Y _d; + Y Xjbj(E[Cy| + E[Cr]) + [ >y g,-ﬂj] + prE[Cp] (5.16)

j=1 i=1 =1
jEOP jECL

It is well known (see for example Boxma, Levy and Yechiali [1992]) that

E[C?
In our special case
E[C]= ) bifi+ Y Bigi+d (5.18)
i€OP 1€CL

Still, we have f; = \;EC, 1 € OP; g; = Mm;, 1 € CL.

The mean cycle time is
d+ M E ,Bi‘n',;

E[C] = - "_E‘;L (5.19)

The expression for E[C?] now takes the form

Elc? =24 Y fibi+ Y gifi) + > Y bibif(i,k)

1€OP 1€CL 1€OP k€OP
+ 30N BBl k) +2 ). N (i k) + Y b+ Y giB7) +d®
1€CL keCL 1€OP keCL 1€OP 1€CL

(5.20)

Thus, with (5.17), (5.19) and (5.20), E[W}] is given ezplicitly.
It also follows that if 4 and k are two successive ‘open’ stations (k > i), then E[Wj] >
E[W;]. This is true since |

k-1 k-1
E[Wi] — EIWi] = Y d; +2p:E[Cr] + Y, 9;B; + (px — pi) E[CP]
j=i Lo
. € - (5.21)
= dj+(pi + pe)E[CR] + Y 9;8;>0.

6. SECOND-ORDER MOMENTS

In this section we derive expressions for the calculations of second-order moments of
the system state at polling instants for each of the service regimes: Gated, Exhaustive or

Globally-Gated.
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6.1 The Gated Regime. We use equation (3.5) and write:

Ak = PCi(zw),  _ JE[XIX]-1)], i=Fk
0. k) = 8z;02; 'z=¢=l | E[X]X}], otherwise
L PGi(zw) _JEM (Y -1)], j=k (6.1)
9i(j, k) = . Bw;Ow \.2_=_uz=l - {E[Y;’Yf], otherwise
. 82Gi(z;w) P
. A = 'Y
7'1.(.77’9) aZjBUJk |£= =1 E[Xz Z ]

After lengthy calculations we obtain

dPN + fidedi + FENdi

+A AR [fi2dibi + 67) + gi(2di; + B)] + fi(d, k)

B [ArFi(3,4) + X fi6 )] + B [Aeri(3,3) + Ajri(k,9)]

F XAk [£i(5,3)b2 + 2r5(4,9)bsBi + 9i(3,5)BE ], iFE i FEk
AP XAk + FENd: + Mhi [ £ (2dibs + 67 + gi(2dii + A7)

fi+1 (J’k) =
[ fi3, B)bs + ik, 1)B:]
+AiAE [fi(3,3)b2 + 2ri(3,4)biBs + 9i(3,1)87] 1=j,1F#k
d$N2 + 22 [fi(2dibi + b)) + gi(2diB; + B”)
\ —{—fi(i,'i)b? + 27'1'(7:’7:)131:/31' + gi(iai)ﬁ?]’ i=j=k
(6.2)
gi(7, k) + gi(7,1) Pir + 9i(3, k) Pij + gi(3,3) Pij Pix , i# J,i#k
gi+1(d, k) = § 9i(3, k) Pis + gi(1,2) Pii Pix i=j1#k  (6.3)
gg(Z,i)Pzz,L ’ ’i :j = k
(diXj(gF + giPix) + 7i(4, k) + ri(4,1) Pix
+AJ' [Ti(’i, k)bz + gi(i7 k)ﬂz]
+Xj Pax [rs(3,5)bi + (g} + 9:(3,2)) Bi] R AR
didi(gk + giPi) + /\i.["'i(i, k)b; + gi(i, k)Bi]
riv1(4, k) = ¢ +AiPig[ri(3,4)b; + (g} + 9i(1,3))Bi] 5 1=3,1%k (6.4)

diXjgiPii +7i(3,4)Pii
+Xj Pii[ri(i,0)b; + (g} + 9i(3,9)) Bi] it i=k

di\igiPyi + \iPyi[ri(3,1)b; + (g} + 9i(5,1))Bi], i=j=k

-

The collection (6.2), (6.3) and (6.4) gives a set of 3N? equations in the 3N? variables

fi(4,k), gi(4,k) and r;(j,k). Notice that the solution of (6.3) for the permanent jobs is

independent of the transient jobs. Moreover, the solution of (6.4) for the mixed moments

depends only on the moments of the permanent jobs. However, the solution of (6.2) for

the transient

jobs depends both on the moments of the permanent jobs and the mixed
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moments. In fact, the solution for (6.3) is somewhat redundant, as we get a direct solution

for the permanent jobs’ second moments from Equation (15) and Section 3.4 of Altman

and Yechiali [1994]:
N M
Gi(Liw) = (Z m; (i)w,-) - (6.5)

9i(3, k) = M(M — 1)m;(i)m(2) - (6.6)
where 7;(¢) is the steady-state probability that an arbitrary job resides in station j when
station ¢ is polled. In particular,

gi(i,1) = M(M — 1)m;(3)* .
Now, g! is given by (3.9) and (3.10) so that the collection is reduced to 2N*® equations in
the 2V? variables f;(j, k) and 7;(7, k).
The Symmetric Case. If all stations are (probabilistically) alike, and P;; = &, then
bi = ﬂ,’: = b17 d’i = dl, Ai = Al,fz:i = f(l), g: = g(l)
filiyi) = £, gii,i) = ¢, a6, ) = o
Equation (6.2) becomes

(o +28[f] + FF] +9[fD + D] + £i(G, k)
+5[f1(7*7.7) + f,(z,k) + Ti(jai) + 7 k’z)]
+82[fD) + g 4 2:)] | i#j,1#k

a+28f +v[fO +¢W] + £:(5,4)

Fera(i ) = | +28[£i(4,5) + ri(5,5)] + 2 [fPD + gD +20A], i£j,i=k (6.7)
a+BfE +4 [ + 4%
+6[fi(d, k) +ri(k,i)] + 2[f@ + gD +2:A] =5, iFk
a+[fO +gW] +82[fP + ¢ +2:P],  i=j=k
where
a=xd" | g=N\d
y = X2(2bydy +8Y) , 6 = A1by
From Altman and Yechiali [1994], for the symmetric case, (see Eq. (14) there) m(i) = ——%r—l
g = Mm;(3) = ]\3—]\:’1

g¥ = M(M - 1)[m(i)] = M(M — U(Ni— 1)2 N 415\;]‘4{1321)
) _ NARMb + (N +1)d;
TN D(I - Nah)
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Now, f(1) = A{ E[C], while
E[C] = Nby [fD) + ¢®] + d = Nby [ME[C] +¢M] + 4.

Thus,

[ _Nbig®) + Nd; _ Nbi g5 + Ny
l—NAlbl 1 "‘NAlbl

The mixed moments are given by:

(dix (g +99 - &)

+ri(G, k) + ri(G,8) & + [ri(, k) + 9i(3, B) | b A

+[gD +r® 4 gD A 4 i, i#k
ri+1(7, k) = 9 di (gk + g(l) _1% (6-8)
+[ri(i, k) + gi(3, k)b + [g@ + 7P + gy i=1, i Fk

didigM § +7i(4,1 D+ [9(1) +7@ 4+ gDNo A § iFj, 1=k

L dlAlg(l)—I]\;f _I_ [g(l) +7-(2) +g(2)]b1A1% 1, =] = k

6.2 The Exhaustive Regime.
From the GF (4.3) we derive fi11(j,k) and 7i11(4, k):

rd(2)>\ /\k+fj)\kd'+fk}\'d

+Aj Ak [f‘(zd 61 +62)) 4 gi (M+2Pii[£%]2)
+ft(.71 )

00 [0 £l )+ FiGod) + (o )[,\ ri(is B)+wri(34)]

P
Foalik)= { +35s [FG DO om0 (250 ) 4t (R55) | 175 i #

dfgz))\i)\k+/\idi [fik"‘/\k( 10(1)4-9,( o ))], i=j,i#k
d Mg+ eds |1+ (0 S”+g,( N itj,i=k
[ 2242, i=j=k
(6.9)

where 0(1) 0(2) are the first and second moments, respectively, of a regular M/G/1 busy

period, and A(l) A(z) are the first and second moments, respectively, of a delay busy

4
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period as defined in section 4. We repeat the well known that

6 =B(6:) = 2, A =E[A] =2

1—p; 1—p;
(2) :8:53)
o =B(#}) = oy , AP =E[AZ] = (£ 1 AT

(did; (g8 + giz2 ) + il k) + G B) + mill,) 22

25 [rili, )6 )+g,.(z k)2
() C
riva (k) = {2 [ri(i, )08 + (9 + 9:(6,9) 12 | i#d, itk
dik; (g,+g 25) i=jisk
0 (since Yi+1_0) 1#£5,1=k
L 0 i=j=k
(6.10)

g and g;(i,4) are taken from (4.6) and (6.6). Altogether, (6.9) and (6.10) determine a set
of 2N? equations in the 2N? variables f;(4, k), and r;(j, k), where the solution of (6.10) for
the mixed moments is independent of the transients’ second moments in (6.9). Equation

(6.9), however, does depend on (6.10). Substituting for 051),0§2),A§1), Agz) we get

p(2)
[ AP0 A ik f s+ PN M [ (384 )

if 2diBi+B XiBib{? 2P;; 5
+gi<(1 —p:)(1-Pu) T (1—p:)3(1— P==)+(1—Pi)2(1—Pﬁ)2)]

G RA DA RS0, )]1 =
+[Agrili, k) +2kmi (4, 1) Ty

Fierr (5o R)= § AXARFiir8) (rsbyr + (il 4 2 GB ], iG, i £k (6.11)
dgz)Ai/\k‘*‘/\idz’ [ff'f‘li—"m(fiibi‘*'%)}’ =5 ik
a0 +ds [ i 2 (Fiber 222 ], i # jy i=k
[ 24 i=j=k

'd—iA (gz +g P'h )+7'1.(.77 )—}—1",,(],’1-)11_3}’;
+ 2 [rali, )b + 916 R 25
+#)g"‘?_j[r,(z i)bi + (g: -l-g,;(i,i)) lfli’.'i]’ iF D iFk

Ti+1(j,k)=4 o (6.12)
dixi(gk + 9158 ) i= itk
0 it i=k

6.3 The Globally Gated Regime.
The second moments (as defined in (5.14)) are derived from the GF (5.5):
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N
FG, k) = Ajapd® + AjdAg Z (bi fi + Bigs)

=1
N N

N
Foudh Y (bifi+ Big) + 3 D (£ DN AR + 906X AB]

=1 =1 £=1

N
+ T(i,z))\j)\}cbi,@g -+ T(Z,i))jz\kbgﬁi] + Z [fiAj)\kbgz) + gi/\j)\kﬂgz)] (6.13)

=1

N
= A [d® +2d ) (bifi + Bigi)

=1

N N N
+ 300> (Bibef (i, ) + BiBeg (i, £) + 26:8er(i,£)) + ) & f: + 82 g:))]

=1 £=1 =1
= A\ E[C?]
Since aﬁa(iiz)) =0,
8D(é(z)) 0G(h(z);s(2,w))
’l"( ak) BZJ ° awk l£=_=}_
~ 82 G(h(2); s(2,w))
+ D) —5, B J— (6.14)
N N N
= d)\j(z Pz'kgi) + Z Z [T(i,ﬂ)bi)\jpgk + g(i,f)ﬁi/\jpgk]
=1 =1 £=1
N N N
= )\jdz Pikgi + Z Z Py [bi’r'('i,f) + ,Big(i,f)] )
=1 =1 £=1
8*°G(h(2); s(z, NoXNo
g(j, k) = (A2);olz, ) l =" g(i,0)Pi;Pue (6.15)

Again, we have a set of 3N? equations in 3N 2 unknowns. Since the solution for g(7, k) is
derived independently, the set is reduced to 2N? equations in 2N 2 unknowns where the
solution of f(i,k) depends on the solution for the (3, k), but the 7(i,k) are independent
of the f(i,k).

7. NUMBER OF CUSTOMERS AT AN ARBITRARY MOMENT

In this section we derive formulae for the GF and moments of the number of jobs in
the system at an arbitrary instant. This is done for all three regimes studied previously,
namely the Gated, Exhaustive and Globally-Gated. We use the following notation:

(Xij ,Yij) = number of transient and permanent jobs, respectively, in queue j (Q;) at a

polling instant to channel i. ff - E[X,]] , gl = E[Yz]] .
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(7] _]) = number of jobs in queue j at a server’s visit-completion instant of channel :.
5¢)
i =EB[X]], gl = E[T]].
Gi(zw) = GF of (X7, Y’)
(VXij s VY;J ) = number of transient and permanent jobs, respectively, in queue j at a job’s
service-beginning instant in @;.
. . . N
Vi(ziw) = GF of (VX],VY]),_,
(VX Z-, VYZ) = number of transient and permanent jobs, respectively, in queue j at a job’s
service-completion instant in queue z.

Vi(zw) = GF of (VX], VY1),

Clearly,
Vi(z;w) i OVi(z;w)
J J
E[VX]] 52, i » E[VY]= B, o
i OVi(z;w) iv _ OVi(z;w)
BV = TR T =T

(X 1Y7 ) = number of transient and permanent jobs, respectively, in queuej (j = 1,2,...,N)

at an arbitrary moment.
(X;Y) = (X4, X?%,...,XN; YL, Y?%,...,YN) = system state at an arbitrary moment.

F(z;w) = GF of (X;Y), with E[X7] = %f‘,gl E[Y] = apz;(ﬁg)

li=ﬁ=l ? '13_:2:1'

Finally, let 1/4; be the expected number of jobs served in queue ¢ during a viéit, and
1/4 be the expected total number of jobs served during a full cycle. ‘

Adapting Eisenberg’s [1972] result (13) (see also Sidi et al [1992] and Altman and
Yechiali [1994]), we have, for all three service regimes,

7:Gi(z;w) + Vi(z;w) = Vi(z;w) + 7:Gi(z,w) . (7.1)

7.1 The Gated Regime.

= fi + 4

_Zf’-}-Zgz—)\E

Let the probabilities P{ and P} be

1
~i
1

P} = P (sérved job is transient | § at @Q;, service completion)
_ E[number of transient jobs served during a visit of Q;] fi
E[total number of jobs served during a visit of @;] i
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P} = P (served job is permanent | § at Q; , service completion)
E[number of permanent jobs served during a visit of Q]

- E [total number of jobs served during a visit of Q] = 9T
N
where S stands for Server. Using the above definitions, and §(z) = > Aj(1 - z;), Pi(w) =
=1
N “
3 P;jw;, the following relations exist between the various GF:
i=1
7 i Ei iz i Pi(w) =
Vilaw) = Vitze) - [PHEEED) ¢ pi( B B (o))
Gini(z5w) = Gi(zw)Di(8(2) (7.2)
so that (see (3.5)),
-al(é;‘i’.) =G‘i(zl,z2, ooy zi—lahi(i)azi+l7 <e2 32N,
W1, W2, e ey Wim1,8i(2, W), Wit1,- .., WN) (7.3)
where hi(z) = Bi(8(2)), si(z,w)=BF(d(2)) - Pi(w). Now,
, = 1 — Di(¥(2))
F| z;w| switch-over | = G;(z;w)———= 7.4
(“’ o period ¢ ) (i) dié(z) (74)
. 5i(L= Bild(2) | pi(1=BI(0(2))
F(zw| service ) = Vi(z;w) [P (———~—) + B (—F 5~ 7.5
(si6] gemvice ) = Vi) PH(—500) + By ) (9
where,
~ b f} b, P}
P} = P(served job is transient|S in Q;) = oy fi@'gf = b,-Pliz-I-,IB,-P;
o~ A P;
P; = P(served job is permanent|S in Qi) = biffﬂ-i-g:@igf = bipfz-l- ,ZGiP-j
Finally, '
1 N oo .
F(z,w) = -E—[—]{ Z [(f:b1 + g:B;)F(z;w) | service period i)
i=1
+d;F(z;w | switch over period z)] } (7.6)

where E[C] is given by (3.12), and equation (7.3) is substituted in (7.4). Combining (7.1),
(7.2), (7.3), (7.4) and (7.5) with (7.6) yields F(z;w).

First Moments.

First moments are derived by differentiating the appropriate GFs. From (7.1)
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wE[X]] + E[VX]] = B[V X{] + %E[X]] (7.7)
wE[Y{] + BVY?] = E[VY/] + %E[Y}] (7.8)
From (7.2)
. J 7 2 y ;
EVY — [VX?]+ X\;[Pib; + Pipi) 1% 7
Vi) {E[VX]+P‘( D 4PING icd (7.9)
Tl E[VY/] + PiP;; itj
E[VY]] = i) T2 7.10
V= { B -y i2] (7.10)
From (7.3)
£ = Bix{) = BIXL,) + A\jdiy (711)
ol = BY/] = BIYL ] (712)
From (7.4)
j|switch-over] _ di(®
E[X"periodi ] = BX1+ X\ 5 (7.13)
j|switch-over] i
E[YJ period ¢ ] = BlYi] (7.14)
From (7.5) we get
. . . b(z) ,3(2)
Service - 7 101 1
E[Xleeriod z] = E[VXi]+ )\ [ o + B 2,3,]
i|service 7 j
B[y | = Evy/) (7.15)

Now, V;(z;w) can be expressed as follows. From (7.1)

Vi(ziw) — Vi(z; @) = %[Gi(z;w) — Gi(z;w)]

Using (7.2) and substituting for V;(z;w) we get

Vi(z; w) [Pf(Bi(i(é))) + P’( )BP (8(2)) — 1] = %i[Gi(z;w) — Gi(z;w)]

Vi(z;w) [wiP{BF (6(z)) + zPiP; ( )BF (8(2)) — ziwi] = +iziwi[Gi(2;w) — Gi(z;w)]

_ mizwi[Gi(ziw) — Gi(z3w)] (7.16)
wiP{B;(8(2)) + 2:P{Pi(w)BF (§(2)) — ziw;

Vi(z;w) =

From (7.13), (7.11) and (3.7), and from (7.14), (7.12) and (3.8), we get

, . . -q(2)
E[Xj]switch—over] _ ) F A+ Xi(fib + gi6:) - )‘sz‘i i#J - (7.17)
1 1 - . . .42 '
period 1 '(f-’b'-i-g,?ﬂi)%-)‘—;lgi-— i=j
iiswitch-over] _ g, + g’P i#]
E [Y],period 1 ] - { Py 1=3 (7.18)

From (3.3), (7.3), (7.15) and (7.16), we derive
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| bifi(5,5) +Biri(4,3)
¢ Pbi+P;p:

3 [ o 5,002+ 2 ()i (59) 87+ 716 + 9807 |
+ 2(Pr b+ PLB:)

 (fbitai)(Pib{)+PBE)
2(Pib:+P3B:)

Aj [PI b£2)+P;ﬂ§2)] i 7& ]
2(P}b;+P;0:)

E[leservice ] _ 7.{[f§(p.-—1)+g§>\.'ﬁ4] (7.19)

period i Pi(pi—1)+Pixibs
4 22(£76() 4 g1 B0 +27: (i) b:Bi +9: (4,4) 8]
2[P? (pi—1)+Pi )i B

n fi(iyi)[p3—1]
2[P} (pi—1)+P3X:ipi]

_ [£i(pi—1)+giXiB:l[P} A%+ P (2x:B:+2281))] }

2[P}(pi—1)+PXifi]?

s [begz)‘l'P;ﬁ.(z)] i=j
t| 2(P}b;+P;8:)

i MM-1)m6) [~ o o m@P;] o
E[Yz‘|service ] _ P [ﬁ’(‘H 7] 17 (7.20)
period 4] T | %M(M-1)(m()*(1+Pis) i=j '

2P}

Finally, substituting the above appropriately in the following (7.21) and (7.22), we get the

first moments of X7 and Y7:

N ) . . it ch.
2 {E[X’IZZ?{L?E BT + B[Sy D |

B[xXi] = = 0] (7.21)
and
e R e e B
E|vi] = el (7.22)
where . :
E[T)] = fibi + giBi = (Nibs + &B:) E[C] = (pi + £5) E[C]
E[D;] = d;, and E[C] = 'i-:p;'l_—p—,,, as given by (3.14). The mean residence time of an

arbitrary transient job is given, using Little’s law, by

E[W;] = ﬂ)%—i—fj—[lﬂ - (7.23)

The waiting time of such a job is E[W;] — bj-
7.2 The Exhaustive Regime.

i
Expected number of permanent jobs served during a visit of Q; = : g’P .
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P /(l—pi)).

)

Expected number of transient jobs served during a visit of Q; = (f: + A 1

Hence, the mean number of all jobs served during a visit of Q; is

g?' 1 N 1
)l_Pn]/(l‘*pz), a.nd ;IE’-Y:

1 .
—= [ff+()\z'f3i+1—m
i

Similarly to the Gated regime, define the probabilities

pi — fz+’\/61-(gz (1- n))
Y fE (B +1- i) (g1/(1 - Pa))
(1P~ p)
Pf+ (B 1) (91/(1 - Pu))

j=1
i ii

Gated regime. The following relations exist between the different GF's:

We use the notation: v(z) = Z Ai(1=z5), gi(w) = Z f‘_’;’,’_, and é(z), P;(w) as for the
J,=1 3 11

sl / 1

= i/ Bi(8(2)) i Bi(w)y 5
Vilz.w) = Vilzw) | B (P0G | py( By gy J (7.24)
Git1(z;w) = Gi(z;w)Di(8(2)) (7.25)
so that
a‘i(é;ﬂ) = Gi(21,22, v ’zi—l)hi(i)azi-f-l:' ++32N;
W1,W2, ., wWin1,5i(2,W),Wit1,...,wN)

where, see (4.3),

I
D>
2
&
B

P(sulyriche™) =Gz 000 12
F(zu305 ) = Vilziw) {ﬁ(l——b%gg—%n) + B (—l—:—ﬁ]?———::(g(é—)))} | (7.27)

where Pf, Pz are defined as for the Gated regime, but fi, g¢ are those corresponding to the

Exhaustive regime.

Flzw) = ~—1——{ i [ffE[GiJ + ng[Ai]]F (-Z-; C—u—l;eel;i,(i)? z)
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+d;F (z; EISWi?Ch'?ver) } (7.28)

period ¢

where E[6;] = i E[A] = 1ﬁ "p , pi = A\:b; as in previous sections.

First Moments. Differentiating the GFs, we get from (7.1) equations (7.7) and (7.8),
as for the Gated regime, but with +; and all other parameters modified for the Exhaustive

case. From (7.24)

; E[VX]] + X;[Pib; +P*ﬁ1] it

vl = {E[VX:} L Pipi—1)+ Pifs izj (7:29)
- [E[VY]] + PiP; -y

E[VY7] = {E[VY:] N7 Y y i (7.30)

From (7.25)

E(x],,] = E[X]] + \di
EB[Y},] = B[Y/] (7.31)

Specifically, for the Exhaustive regime,

From (7.26)
- . 7(2)
;1switch-over E [ij ] + '\J‘;';. 1£]
E[leperiodi ] = { A.-zdf” .. (7.32)
2d; 1=
switch-over] _ } E Y,-j 1# 7
E[Yj|per1od 1 ] - {0 I:_] i=j (7.33)
From (7.27)
j|service ) b2 4 ﬁgz)
E[X’|perio T = E[VX,?] +3|Pig + B 5 (7.34)
service ]
E[Y’|peno T = E[VYZ] (7.35)

Vi(z;w) has the same form as (7.16), with the relevant modifications for the Exhaustive
regime. Using (7.32) and (7.33) we get

i i A d( ) oL,
i|switch-over] _ fJ + 1 — (f b; +gz,3¢) +54 1FJ
E[X]|perio h-c ] — { N (7.36)
) Zdi t=7
iiswitch-over) _ gl + 1 91 W]
E(leperiod 7 ) - { 0 i=3j (7.37)

From (7.34) and (7.35)
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( i— <b [ft (":J)+f£(-77"')]+1 £y ["':(“1])'("7':(]1"»)])
T SPI(p—T PP

A2 o(2) o 28002 2pP;;62
; '. (2) 3 nﬁ
+1_ 3 (.fz (1=p; )2+1 [ﬁ + (1—p )2 +(1—P: - Pu)])
2[P‘(p. 1)+ P 2]
2"1 i,i)b; 85 9i (i,i)8
[J’:(”)b2 Pt s Pu)z} | £ 5
P DT P 17

E(X,-lservice ) _! (f’b=+f i )(P{b§2)+P§ﬂ§”> } N by (P{bﬁ”ﬂ%ﬂf”) (7.38)

2

(1-9 (1=p;)?

period 1 2(1—p:) (Pi6: + PL ;) 2(P}bi+P; i)

{ # [P )|
Yi

2
2 [P{(pi—1)+P§>\sﬁ;]

. A piy® 1 pigl2
2+ fiid) } N As <P1 b{?) 1 Pig! ) .y
2 [P{(pi—-1)+P§)\;ﬁ; 2(P{b;+P2‘,3;)
- (M - 1)[7;() + B Pa ] 2
E<Y,|serv1ce > _ j = J (7 39)
period ¢/ (M-1)7:(3) . :
1+57== i=j

The first moments E[Xj], E[Yj] are obtained as in (7.21), (7.22), but with the

parameters of the Exhaustive regime, where

- [Pi(1~P1—Pz)+(1—P")p ]1—[6,1

E[W;] is calculated as for the Gated regime, but with A;, ¢;, E[X?], E[Y7] of the Exhaustive

case.

7.3 The Globally Gated Regime.

In order to calculate the mean number of customers at an arbitrary moment under the
GG regime we first have to derive the GF G;(z;w) for the system-state at polling instants
of each station 7, in addition to the derivation of G1(z;w) as given by (5.5). We define

xi Y7
Gilziw) = B[IY, MY 0 | (7.40)

The laws of motion describing the evolution of the system-state are given by

(. i-1 Xy 2
, X1’+21[Aj(kZBnk+ Zlem+Dn)] 1<i<j<N
J n= =1 m="
X‘i - J - i-1 xr (7.41)
> [Aj(EBnk+ 3 B,?m+Dn)] P>
\ n=1 k=1 m=1
r . i—l . © .
. Y! + 21 K (Y") 1523751\,
Y7 =9 P (7.42)
X KL(YP?) >
\ n=1
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Define, similarly to the definitions in Section 3,
X Y

BXBFYD, = Z By + Z BfY 1D,

k=1 m=1

X7 e
BX, =Y Bu; BFY.=) B,
k=1 m=1

Then, by using (7.41) and (7.42), we have

i—1 i—1
i-1 Y, Aj(BXBFYDy) N Xi+) 4;(BXBFYDy)
Gi(_z_;g) = E[( H z;}=1 ) . (sz n=1
j=1 j=1

% i—1
-1 KLY N Y +) ) KLY
=1

‘(H‘”Tl )(H“’j .

i=1 j=i

i—1
3" 4;(BXBFYDy)
=1

=
€
<3
1]
™
RN
®
>4 ~—~—
) ~
= 1=
VS E
=z e
VN 1\__/_1
— &
N -
E e
\y

pary
Lk 3
1
uy

[
I
P
<.
1l
<
1l

=

) (1)

.
Il
o

(=P
=
‘E

3
b.<
~

N—"

N/\
i —= S
€
S
-
=
=
PN
o )
N
H.N}
o
3
—

~~ ~~ / ~
&0
3
—
(-9
—~~ N
E/ Q. -
SN——"
3 S—
a
3
35 3
~—
—~
LY
Il : i 2
QNN
~—

-#[(11 “)(11 (3200) ™)
I_I Pa(@)) )(INI% )] (I_I Ba(8(2))) (7.43)
where N N
§(2) = Z'\j(l —z), Palw)= Z:Pn,-w,-

as used in previous sections. Equation (7.43) implies
Gi(zw) = Gy (Bi(6(2)), Ba(8(2)), - Bis (8(2)), 200 41,y 20

B
BE(6(2) Py (), BE )P @), - BE (3(2)) Proa )iy s0m)
'Hi;llﬁn(‘y(i)) (7.44)
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Setting i = N + 1 in (7.44) we get Gi(z;w) = G(z;w) as in (5.5), the GF of the system
state at the beginning of a cycle. fJ ,g} are defined as before. From (7.44), (also from
(7.41) and (7.42)) we obtain |

. i—1
H+ T % [bafr +Bag? +da] i<
n=1

fi= = (7.45)
S A [baf + gt +dn] P>
n=1
R o
_ g+ X gtPn; i<
d={ (7.46)
21 g{"Pnj 1>7
For the Globally Gated regime we have
1 R A\ A
—=fiteg, == fi+) gi=2E[C]+M
Ti 7 =1 =1
The probabilities P}, P are defined as before, so that
i: .;.zi-i, Pzzizg:’ﬁ
1 it fivy 2 fitg 1
The connections between the GF’s are
=5 ,'Ei d(z i P Cﬁ) =
Vilzi) = Vilzieo) [P 2B 4 py(Pl) ey (7.4
Gi(ziw) = Gi-1(z;w)Di-1(d(2)) (7.48)
where
Gilziw) = G1(B1(8(2)), Bal8(2)), .., Bu(6(2)), 2241, .., s
BY (8(2))Pi(w),- - BY (8(2) Pilw), wiss, - wiv)
I, Da(4(2))
R . service \ fibi + giB;
F(_z.,c_"_) = Z [F(é’glperiod 2) W (7-49)
=1
. |switch-over\ d;
+P (sl tieat™) 7]
..,|sWitch-over) _ =, 1 - D;(§(2))
F(g’g,period i ) = Gi(i,g)w ~ (7.50)
lservice N _ o a1 = Bi(8(2)\ | 51— BF(8(2))
F<5"—"-'period Z) = Vi(z;w) [P1 (W) + P, (—Wﬂ (7.51)
where ' _
pi_ _ bifi 50 Pigi

1 bifi+Bigt % bifi + Bigt -~
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Vi(z;w) is expressed as in (7.16) with v;, GF’s, P} and P} corresponding to the Globally
Gated regime. First moments are obtained as in (7.7) through (7.15). By differentiating
(7.47) through (7.51) we get the conditioned first moments of X i and Y7 (similarly to
(7.17)-(7.20)) and the unconditioned first moments (as in (7.21) and (7.22)). E[Wj] is
calculated as in (7.23) with the appropriate parameters.
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