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ABSTRACT Here we carry out an examination
of shape complementarity as a criterion in protein-
protein docking and binding. Specifically, we
examine the quality of shape complementarity as a
critical determinant not only in the docking of 26
protein-protein ‘‘bound’’ complexed cases, but in
particular, of 19 ‘‘unbound’’ protein-protein cases,
where the structures have been determined sepa-
rately. In all cases, entire molecular surfaces are
utilized in the docking, with no consideration of the
location of the active site, or of particular residues/
atoms in either the receptor or the ligand that
participate in the binding. To evaluate the goodness
of the strictly geometry-based shape complementar-
ity in the docking process as compared to the main
favorable and unfavorable energy components, we
study systematically a potential correlation be-
tween each of these components and the root
mean square deviation (RMSD) of the ‘‘unbound’’
protein-protein cases. Specifically, we examine the
non-polar buried surface area, polar buried sur-
face area, buried surface area relating to groups
bearing unsatisfied buried charges, and the number
of hydrogen bonds in all docked protein-protein
interfaces. For these cases, where the two proteins
have been crystallized separately, and where entire
molecular surfaces are considered without a predefi-
nition of the binding site, no correlation is observed.
None of these parameters appears to consistently
improve on shape complementarity in the docking
of unbound molecules. These findings argue that
simplicity in the docking process, utilizing geo-
metrical shape criteria may capture many of the
essential features in protein-protein docking. In
particular, they further reinforce the long held no-
tion of the importance of molecular surface shape
complementarity in the binding, and hence in dock-
ing. This is particularly interesting in light of the
fact that the structures of the docked pairs have
been determined separately, allowing side chains
on the surface of the proteins to move relatively
freely.

This study has been enabled by our efficient,
computer vision-based docking algorithms. The fast
CPU matching times, on the order of minutes on a
PC, allow such large-scale docking experiments of

large molecules, which may not be feasible by other
techniques. Proteins 1999;36:307–317.
r 1999 Wiley-Liss, Inc.
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INTRODUCTION

It is well known that molecular shape plays a critical
role in the binding of two molecules. Over the years, the
notion of shape complementarity has been confirmed by
inspection of a large number of complexed structures in
the protein data bank (PDB, Bernstein et al.1). Conse-
quently, shape complementarity has been used as a prime
consideration in docking approaches that take into ac-
count entire molecular surfaces rather than strictly active
site regions. Nevertheless, the more realistic question is
how well does shape complementarity perform when the
structures of the two molecules to be docked have been
determined separately, and consequently display surface
variability? Surface side chains move, and inevitably, the
extent of molecular surface complementarity can be ex-
pected to be affected.

Under such circumstances, can shape complementarity
still be used in searches for well-docked molecules? Shape
complementarity at the interface of complexes that have
been crystallized together is expected, and it is therefore
logical that it would work satisfactorily in re-docking of
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bound cases. However, the question of how it would
perform in unbound cases has not been explored. Yet, this
question is important for a number of reasons. First, on the
technical side, docking procedures initiating from com-
plete molecular surfaces where the binding sites are
unknown cannot perform detailed time-consuming energy
calculations. Only empirical, fast energy evaluation ap-
proaches are feasible at this stage. Hence, it is important
to examine the goodness of the obvious alternative i.e.,
shape, at least in the first step in the docking. Second,
shape complementarity is a geometry-based criterion. In
general, criteria based on geometry are relatively fast to
calculate. Third, by carrying out such docking experi-
ments, the role of shape complementarity in binding of
two, ‘‘free’’ molecules may be inferred.

Here we analyze shape complementarity as a major
criterion, not only in the docking of bound protein-protein
cases, but in particular in the docking of the unbound
molecules. The obtained results are compared with those
ranked by major favorable and unfavorable components in
energy evaluation, i.e., non-polar buried surface area,
polar buried surface area, buried surface area relating to
buried unsatisfied charges, and hydrogen bonds. The
latter are of particular interest in this regard, as they can
serve not only with respect to their stabilizing contribution
to the energetics, but in addition, they can straightfor-
wardly provide geometric criteria as well. Hydrogen bonds
provide both directionality and preferred distance consid-
erations. Therefore, here we pay particular attention to
the question of how well they perform in the docking of
unbound protein-protein molecules.

Geometry Versus Energetics Docking Approaches

Traditionally, there have been two major approaches to
the docking problem. The first is geometry-based, the
second focuses on the energetics. While it has been recog-
nized that both components need to be satisfied for correct
positioning of a ligand onto a receptor surface, the question
remained as to which way was most beneficial to approach
the problem at the start. While energy-based docking
schemes have been based on knowledge of the approximate
positioning of the ligand in the receptor active site,2,3 with
a subsequent optimization of the interactions, in the
geometry-based schemes the active site has not always
been assumed as known a priori. To a large extent, the
geometry-based methods have been based on the assump-
tion that the molecular surfaces of the receptor and the
ligand need to match if the molecules are to bind to each
other with high affinity. This approach has been adopted
early on by Kuntz and his colleagues,4 and further elabo-
rated and rationalized by Connolly.5 Other geometry-
based docking approaches have adopted and followed this
rationale.6–18

Initiating the docking process from the geometrical
rather than the energetics standpoint has several attrac-
tive advantages. First, one does not need to know a priori
the positioning and approximate orientation of the ligand
within the receptor-binding site. In addition, there is
always the possibility that the ligand under consideration

would bind at an alternate location. Furthermore, starting
from geometrical considerations, the top scoring, highest
ranking binding modes can subsequently be submitted to
energetic optimization routines.

The problem of docking a ligand onto a receptor surface
with the sole input being the atomic coordinates is ex-
tremely difficult. In general, one starts by describing the
molecular surface. In the absence of any further biochemi-
cal data, in principle one would need to proceed by
matching every piece of surface of one molecule with every
piece of surface of the other, in every rotation and transla-
tion. Given the difficulty involved, and in particular, in
order to limit the number of obtained binding modes and
the ranking of the so-called ‘‘correct’’ docked configura-
tions, one seeks additional constraints which could poten-
tially be used. In principle, therefore, it would be advanta-
geous if one could, from the beginning, incorporate into the
docking procedure some chemical properties of the atoms,
or groups of atoms involved. Here, the most natural
components are hydrophobicity, electrostatics, and hydro-
gen bonds. To some extent, hydrophobicity is already
implicitly taken into account in the matching of the
geometrical shapes, however, it can be added as an addi-
tional filter as well. On the other hand, shape complemen-
tarity also considers the geometrical features of the match-
ing. Electrostatics is long range, and is not easily
implemented in a straightforward manner into the dock-
ing of interpenetrating molecules. In addition, there is a
large variability in the actual, observed contributions of
electrostatics to protein-protein interactions. On the other
hand, implementing hydrogen bonds directly into the
docking procedure appears attractive on several counts.
First, it is relatively straightforward to implement, given a
definition of H-bond donors and acceptors. Second, it is
middle-range, with well-defined distances. Third, hydro-
gen bonds provide directionality as well because they form
at preferred angular orientations. Hence, apart from their
energetic contribution, which can be straightforwardly
used as well, they provide important geometrical con-
straints directly in the matching of molecular-pairs.

Hydrogen bonds have been shown to work well and yield
remarkably low RMSD solutions in the docking of a large
set of protein-protein complexes (Meyer et al.19) where the
two molecules have been co-crystallized. Furthermore, in
particular, it has been assumed that hydrogen bonds may
be more robust in the docking. This argument has been
advanced in particular with respect to flexible molecules,
and in consideration of surface variability/flexibility in
solution. The rationale has been that in the latter, flexible
cases, shape complementarity may be weak, particularly
for the smaller (drug, cofactor) ligands. Hence, it has been
argued that utilizing hydrogen bonds, with their preferred
distances and directionalities would be advantageous.

Shape Complementarity and H-Bonds

The problem we are then faced with is how well does
shape complementarity perform in the docking of the
protein-protein bound, i.e., complexed cases, and in particu-
lar in the unbound cases, where the structures of the
molecules have been determined separately. Furthermore,
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how general is the shape complementarity notion? Can
shape complementarity, implicitly taking into account
packing and total buried surface area considerations,
predict well-docked configurations? These questions are
particularly pertinent, given that extensive analyses of
protein-protein interfaces have shown that even for crystal
oligomers the variability of hydrogen bonds geometry is
quite large, both with respect to angular and to distance
distributions.20 Superimposing an unbound receptor on a
bound one, illustrates the conformational changes in
charged residues upon binding. For example, Lys-97 in
lysozyme shifts its side-chain from its conformation in the
unbound state (in 5lymA) to form a salt bridge with
Asp-32(H) in the bound state (3hfmY). Most large confor-
mational changes of charged/polar groups are associated
with charge complementarity, or with hydrogen bond
formation upon binding. The conformational change shown
by Lys-97 is appreciably higher than that of the adjacent
Lys-96, where there is no negatively charged residue
nearby in the complex. Furthermore, when a given recep-
tor binds to different ligands, as in the case of the trypsin,
there is an extensive variability in the geometry of the
hydrogen bonds. The question of shape complementarity is
also relevant for drugs. Drugs are small, appear to be more
charged, and to form more hydrogen bonds with respect to
their interface area than the larger protein-protein com-
plexes, and to be more flexible.

Here we examine this question of shape complementar-
ity extensively. We examine how well considerations of
shape complementarity perform for 26 complexed protein-
protein cases, which are large ligands, and in particular,
for 19 unbound protein-protein cases. We evaluate the
‘‘goodness’’ of the shape complementarity as the sole
criterion in the docking as compared to utilization of
non-polar buried surface area, polar buried surface area,
buried surface area corresponding to groups with unsatis-
fied buried charges, and with respect to the number of
hydrogen bonds at the protein-protein interface. Kasinos
et al.,21 and more recently the extensive study of Meyer et
al.,19 have shown that hydrogen bonds can be used in the
docking of protein-protein bound, complexed cases. The
results obtained by Meyer et al.19 are particularly impres-
sive in this regard. Yet, in these studies protein complexes
have been employed. In these cases, the shape complemen-
tarity and hydrogen bond geometry can be expected to be
quite good. Results for the more realistic cases where the
structures have been determined separately, and hence
demonstrate surface variability, have not been reported.

A major difficulty in docking is the scoring of the docked
configurations, and their ranking. Obtaining a correct
docked configuration with a very high ranking is a serious
problem. To date, for the unbound case, techniques improv-
ing the scoring and the ranking of the near native configu-
rations have been shown to work only if the docking is
constrained to the active site, and in particular, if one
specifies at least one atom of the receptor which is in
contact with the ligand.22,23 While this specification may
not necessarily be in the docking a priori, it is used
subsequently in the filtering of the solutions, hence the
same additional constraints apply. So far, automated fast

scoring approaches have not been successful. If the active
site is known in advance, and if residues playing a role in
the binding are known, recent advances have enabled
improving the ranking of the near native complexed
configuration.22,23. However, in the absence of such knowl-
edge, very little progress has been made. Hence, the
ingredients used explicitly in the geometric docking proce-
dure are critical for a successful docking and ranking.

We study the major determinants contributing to predic-
tion of successful docking and ranking when only the
atomic coordinates are known. We focus on shape comple-
mentarity particularly versus hydrogen bond geometrical
constraints. We are able to carry out an extensive analysis
owing to our extremely fast docking routines. For the
largest protein-protein cases the CPU matching times do
not exceed 25 min on a PC. We handle plasticity of
molecular surfaces by allowing ‘‘soft’’ docking of interpen-
etrating molecular pairs. In all cases, we have obtained
reasonable RMSDs. For the 26 complexed bound protein-
protein cases, our RMSDs range from 0.5Å to 2.5Å, and for
the 19 protein-protein cases in which the structures were
determined separately, i.e., the unbound cases, the RMSDs
range between 1.2Å to 5.2Å.

Our results illustrate that shape complementarity is
still a major determinant in binding even when the
structures have been obtained while in the unbound state.
Given the flexibility of surface atoms, the positioning and
directionality of hydrogen bonds may be too sensitive. On
the other hand, it is well known that protein-protein
binding does not necessarily take place where either the
total buried surface area is largest, or when the non-polar
buried surface area is maximal.

METHODS
Critical Points

Critical points that describe the molecular surface are
selected from the Molecular Surface dots generated by the
MS program.24,25 The selection of critical points is similar
to the way already presented by us as described in Norel et
al.13,16 The critical points describe local knobs and holes. A
knob is a local minimum of the shape function. A hole is a
local maximum. Both knobs and holes are calculated in
each molecule. We seek matched knob-hole pairs from the
two molecules, making no reference as to which molecule
contributes the hole, and which molecule contributes the
knob.

Docking

For the matching step we use the same routine with the
same parameters as described previously.16 Briefly, since
three non-collinear points from each molecule are needed
to compute a rigid transformation to superimpose one body
onto the other, and because there may not be three
independent matching critical points pairs between the
receptor and the ligand, we have adopted a variant strat-
egy. This strategy not only enables finding the matched
surfaces, but also reduces the complexity of the program.
We simply pick only two critical points. The additional
points are provided by the tips of their respective surface
normals. This is unlike the original work of Connolly,5
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which has inspired our approach. However, Connolly used
four independent critical points, which were not always
present in the binding interface.

For each pair of points from each molecule (any two
critical points) a ‘‘signature’’ is computed. The information
of the signature includes: the distance between the dots
(d); the two angles formed by the line between the critical
points and their respective normals (a1, a2); and the
torsion angle between the two normals (v). The best rigid
transformation26 between the two pairs of points is com-
puted only if the signatures are compatible. The signa-
tures are defined as compatible if: a knob in one molecule
matches a hole in the other; the difference between the two
distances (d) is less than 2Å; the difference between the
two corresponding a’s is up to 0.6 radians and the differ-
ence between the v’s is up to 0.7 radians. To impose a
stronger constraint on the alignment of the normals, two
additional criteria are applied: the sum of the differences
of the two a’s should be less than 0.75 radians, and the sum
of the differences of the three angles should be less than
1.2 radians. Under these conditions, if one of the normals
is not well aligned, the other must be reasonably well
aligned in order for the pair of dots to be considered a
viable solution. There are several advantages in using the
surface normals in the signature, and not just dots. First,
we seek only two critical points in the interface area.
Second, the combinatorics of finding the correct match is
lower (we use pairs of points, rather than triplets or
quartets). And third, the normal orientation is used for fast
pruning of many wrong solutions.

Geometric Scoring and Overlap Test

Because the matching is computed locally, it is impera-
tive to see if the solution is acceptable for the entire
protein, i.e., if there is no overlap between the two mol-
ecules when bringing the ligand onto the receptor. We
compute a scoring function based on geometric features,
rewarding surface contact, penalizing overlaps, and reject-
ing serious overlaps. By allowing some intermolecular
penetrations we implicitly take into account a certain
extent of conformational flexibility. The only solutions that
are discarded are those in which ligand atoms fall into the
‘‘core’’ of the receptor protein. ‘‘Core’’ atoms are those atoms
that do not generate MS dots. Solutions with ligand atom
centers that invade the outer shell of the molecular
representation are retained. The scoring and overlap test
is as described previously.15

In addition, we utilize a very simple hydrophobicity
filter. The atoms are divided into polar and hydrophobic.
Each MS dot (from each molecule) is labeled as polar or
hydrophobic depending on its closest atom. When mapping
the receptor molecule onto the 3D grid to compute the
score, at each surface voxel two counters are kept, for polar
MS dots and for hydrophobic MS dots that fall into that
voxel. The ligand molecule is transformed and mapped
onto the same grid. Three counters are then updated for
each MS dot, one for polar-polar interactions (pp), one for
hydrophobic-hydrophobic interactions (hh) and one for
hydrophobic-polar interactions (hp). The total number of

interactions is then totalinteractions 5 hh 1 pp 1 hp. We
compute the hydrophobicity factor as hf5hh/totalinteractions.

We use two thresholds for the hydrophobicity factor:
hf . 0.12 for immunoglobulins; otherwise hf . 0.17.

We have also implemented a Connectivity Filter for the
solutions that passed the overlap test (for details see Norel
et al.16). The connectivity filter gives preference to match-
ings of larger patches of surfaces. If there is no overlap
between the ligand and the receptor, the MS dots from the
ligand that are in contact with the receptor (‘C’ dots) are
grouped into connected regions. The size of a connected
component is simply the number of C dots that belong to
that component. We seek the largest component and the
second largest, if the second largest is ‘‘large enough,’’ i.e.,
if its size is at least 10% of the size of the largest. The
docked conformations whose connected components’ (CC)
size is at least 5% of MSligand are reported as potential
solutions. MSligand is the number of MS dots in the ligand
(computed at a density of 1 dot Å 2).

Inspection of the obtained complexed conformations
immediately reveals, however, that many molecular asso-
ciations do not vary appreciably, representing virtually the
same docked solution.15 Clustering similar solutions both
reduces their number and allows focusing on different and
possibly alternate configurations. One of the problems
with clustering schemes is the definition of the thresholds,
which is rather subjective. A good clustering scheme
should group similar solutions. However, at the same time
it should properly distinguish between alternate binding
sites. Here we cluster solutions with a relative rotation
, 60° angular distance and a relative translation , 5Å.
The relative rotation between two conformations can be
computed from their individual rotations against the
initial (zero-transformation) conformation. If the rotations
are Ra and Rb for conformations A and B, then B is rotated
with respect to A by R5RbRa

-1. When the rotation matrix R
is known between two conformers, the rotational angle
between them is acos [tr[R] 2 1 ⁄ 2]. The relative transla-
tion between two conformations is calculated as the dis-
tance between the mass centers of their interfaces.

RESULTS AND DISCUSSION

Our method is completely automated. There is no manual
modification of the files. For the complexed bound cases,
the receptor and the ligand are separated and put back
together by the docking scheme. We measure the quality of
the docked solutions by computing the RMSD between the
native orientation of the ligand in the crystal complex and
the ligand as oriented by the program. The only informa-
tion required for these procedures is the atomic coordi-
nates of each molecule (that is, the standard PDB file).
Only heavy atoms are used. No hydrogens are included.
Only one set of docking parameters has been utilized in all
examples. The matching parameter set is the same as that
presented in Norel et al.16 Table I lists the protein-protein
cases we have examined. Table Ia lists the 26 bound cases,
PDB file names, resolution, and size, in terms of the
number of atoms in the receptor and the ligand. Table Ib
lists the same information for the 19 unbound cases we
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have docked. Table IIa displays the results we have
obtained in the docking of the 26 cases enumerated in
Table Ia. The table lists the PDB file name and the CPU in
minutes on a PC workstation (586 PC clone, running at
133MHz) for the docking (matching) step. The CPU for the

scoring step depends on whether a ‘‘connectivity compo-
nent’’ is employed. The connectivity component essentially
requires that there be patches of nearby MS dots that are
in contact between the receptor and the ligand, rather
than isolated ones. Checking for such connected, nearby

TABLE Ia. The Protein-Protein Complexes Used in this Study

pdb Receptor name #atoms Ligand name #atoms
Res.
in Å

1 1cho alpha-chymotrypsin 1–146 (E) 1047 alpha-chymotrypsin 149–245 (E) 701 1.8
2 1fdl IG*G1 fab fragment (LH) 3306 2-lysozyme (Y) 1000 2.5
3 1tec thermitase eglin-c (E) 2003 leech (I) 826 2.2
4 1tgs trypsinogen (Z) 1645 pancreatic secretory trypsin inhibitor (I) 496 1.8
5 2hfl IG*G1 fab fragment (LH) 3227 lysozyme (Y) 1000 2.5
6 2kai kallikrein a (AB) 1798 bovine pancreatic trypsin inhibitor (I) 438 2.5
7 2mhb hemoglobin a chain (A) 1068 b chain (B) 1133 2.0
8 2ptc beta-trypsin (E) 1628 pancreatic trypsin inhibitor (I) 453 1.9
9 2sec subtilisin carlsberg (E) 1919 genetically-engineered n-acetyl eglin-c (I) 529 1.8

10 2sni subtilisin novo (E) 1937 chymotrypsin inhibitor (I) 512 2.1
11 2tgp trypsinogen (Z) 1628 Pancreatic trypsin inhibitor (I) 453 1.9
12 3hfm IG*G1 fab fragment (LH) 3293 lysozyme (Y) 1000 3.0
13 4cpa carboxypeptidase 1536 potato carboxypeptidase a inhibitor (I) 275 2.5
14 4hvp HIV-1 protease chain A 745 chain B 745 2.3
15 4sgb serine proteinase (E) 1309 potato inhibitor pci-1 (I) 379 2.1
16 4tpi trypsinogen (Z) 1628 pancreatic trypsin inhibitor (I) 455 2.2
17 1abi hydrolase alpha thrombin (H) 2039 chain L 265 2.3
18 1acb hydrolase alpha-chymotrypsin (E) 1769 eglin C (I) 522 2.0
19 1cse subtilisin carlsberg (E) 1914 eglin C (I) 522 1.2
20 1tpa anhydro-trypsin (E) 1628 trypsin inhibitor (I) 454 1.9
21 2sic subtilisin (E) 1938 subtilisin inhibitor (I) 764 1.8
22 5hmg influenza virus hemagglutinin (E) 2532 chain F 1417 3.2
23 6tim triosephosphate isomerase chain A 1883 chain B 1883 2.2
24 8fab fab fragment from IGG1 chain A 1544 chain B 1635 1.8
25 9ldt lactate dehydrogenase chain A 2565 chain B 2565 2.0
26 9rsa ribonuclease chain A 951 chain B 951 1.8

TABLE Ib. The Unbound Cases Used in This Study

pdb Receptor name #atoms
Res.
in Å Ligand name #atoms

Res.
in Å

1 1hfm-1lym(A) IG*G1 fv fragment 1714 model lysozyme (A) 1001 2.5
2 1hfm-1lym(B) IG*G1 fv fragment 1714 model lysozyme (B) 1001 2.5
3 1tgn-4pti trypsinogen 1621 1.6 trypsin inhibitor 453 1.5
4 1tgn-5pti trypsinogen 1621 1.6 trypsin inhibitor 464 1.0
5 1tgn-6pti trypsinogen 1621 1.6 trypsin inhibitor 458 1.7
6 1tld-4pti beta-trypsin 1629 1.5 trypsin inhibitor 453 1.5
7 1tld-5pti beta-trypsin 1629 1.5 trypsin inhibitor 464 1.0
8 1tld-6pti beta-trypsin 1629 1.5 trypsin inhibitor 458 1.7
9 2hfl-1lyz IG*G1 fab fragment 3220 2.5 lysozyme 1001 2.0

10 2hfl-6lyz IG*G1 fab fragment 3220 2.5 lysozyme 1001 2.0
11 2pka-4pti kallikrein a 1799 2.0 trypsin inhibitor 453 1.5
12 2pka-5pti kallikrein a 1799 2.0 trypsin inhibitor 464 1.0
13 2pka-6pti kallikrein a 1799 2.0 trypsin inhibitor 458 1.7
14 2ptn-4pti trypsin 1629 1.5 trypsin inhibitor 453 1.5
15 2ptn-5pti trypsin 1629 1.5 trypsin inhibitor 464 1.0
16 2ptn-6pti trypsin 1629 1.5 trypsin inhibitor 458 1.7
17 2sbt-2ci2 subtilisin novo 1934 2.8 chymotrypsin inhibitor 521 2.0
18 5cha(A)-2ovo alpha-chymotrypsin (A) 1735 1.7 ovomucoid third domain 418 1.5
19 5cha(B)-2ovo alpha-chymotrypsin (B) 1736 1.7 ovomucoid third domain 418 1.5

The protein-protein cases used in this study. (a) The 26 bound cases; (b) the 19 unbound ones. We list the PDB file names, the names of the proteins,
and their resolution and sizes, in terms of non-hydrogen atoms.
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points forming patches is a time-consuming operation. The
scoring CPU time may reach hours when applying the
connectivity filter. The scoring procedure without the
connectivity filter is about three times faster, taking from
minutes to a couple of hours on a PC. The scoring function
itself is very simple, checking for the interpenetration of
ligand atoms into the mapped receptor ones, as described
previously.16 In addition, a simple hydrophobicity score
has also been added by taking the ratio of the hydrophobic-
hydrophobic atom-voxel contacts divided by the total num-
ber of receptor-ligand voxel contacts. Table IIa also gives
the number of solutions. Unlike previously,16 here solu-
tions having similar transformations have been clustered.
The clustering thresholds are given in the Methods sec-
tion. The highest ranking near-native conformation is
noted next. Inspection of Table IIa illustrates that for all
cases low RMSD solutions have been obtained in short
docking (matching) times. The number of clustered solu-
tions for these large protein-protein cases is tractable, and
the ranking of the near native docked configuration is very
high in most of the cases.

Table IIb presents the results obtained for the 19
unbound protein-protein examples. The table lists the
PDB file names of both the receptors and the ligands used
in the docking experiments. It gives the CPU of the
docking (matching), again in minutes on a PC. The RMSDs
of the best solutions are noted. The number of clustered
solutions is displayed, as well as the ranking of the near
native docked configurations. Again, the docking times are
short, the RMSDs of the obtained configurations (with
respect to their unbound placed on their crystal complexed
counterpart) are acceptable, although not as good as for
the bound cases. As expected, the real problem emerges
with the ranking of the near native conformations. In some
cases the ranking is particularly problematic (e.g., for the
1hfm-1lym(A), the highest ranking near native solution is
at 537; for 1tld-5pti the best rank is at 619; for 1hfm-
1lym(B) the best rank is 281), indicating a need for an
improvement in the ranking procedure. Figures 1a and 1b
illustrate two of the unbound protein-protein cases we
have docked. Figure 1a depicts the docking of 2pka-4pti,
which obtained an RMSD of 3.29Å, and Figure 1b shows
2sbt-2ci2, with an RMSD of 2.62Å. In both cases the entire
docked molecules are displayed, with the predicted solu-
tion (in red) superimposed on the mock complex (with the
mock complex being the unbound PDB molecules superim-
posed on the PDB complex).

The docking and scoring presented in Tables IIa and IIb
are based solely on shape complementarity. Even a quick
glance at these tables suffices to illustrate that the shape
complementarity generally performs well in the docking of
the bound examples. For the unbound cases, the results
are substantially different. Even when based only on
shape complementarity between the two molecules, solu-
tions with reasonable (though, as expected, higher) RMSDs
are still obtained, and despite the variable surfaces, the
ranking is considerably worse. We have next proceeded to
examine the performance of other, empirical energy-based
considerations. We have explored non-polar buried surface

TABLE IIa. The Results Obtained for the Protein-Protein
Bound Cases

pdb
CPU (min)

docking

# of
clustered
solutions

RMSD
(Å) Ranking

1 1cho 1.7 471 0.54 1
2 1fdl 8.6 2181 1.50 20
3 1tec 2.2 1042 1.18 1
4 1tgs 2.8 831 1.14 1
5 2hfl 10.4 2166 1.51 1
6 2kai 2.2 1227 1.17 11
7 2mhb 7.2 663 0.70 1
8 2ptc 2.6 1027 0.59 1
9 2sec 1.8 1114 2.08 1

10 2sni 2.2 1367 1.07 1
11 2tgp 1.6 828 0.59 1
12 3hfm 10.7 2274 0.76 1
13 4cpa 2.1 1310 1.02 3
14 4hvp 1.4 411 2.06 1
15 4sgb 0.9 591 1.88 5
16 4tpi 2.1 889 0.52 1
17 1abi 6.2 773 0.56 1
18 1acb 3.8 1121 0.94 1
19 1cse 1.7 1024 1.32 2
20 1tpa 2.6 950 0.23 1
21 2sic 3.2 1229 1.11 1
22 5hmg 17.7 329 1.09 1
23 6tim 11.0 351 0.50 1
24 8fab 2.3 93 1.97 1
25 9ldt 24.1 67 2.52 1
26 9rsa 2.9 511 1.30 21

TABLE IIb. The Results Obtained for the Unbound Cases

pdb
CPU (min)

docking

# of
clustered
solutions

RMSD
(Å) Ranking

1 1hfm-1lym(A) 11.8 11475 2.97 537
2 1hfm-1lym(B) 4.0 10685 2.80 281
3 1tgn-4pti 3.3 2619 1.85 53
4 1tgn-5pti 5.3 3453 1.22 1
5 1tgn-6pti 3.2 1455 1.75 2
6 1tld-4pti 2.5 2659 5.22 16
7 1tld-5pti 3.6 3471 4.71 619
8 1tld-6pti 2.5 1512 2.18 40
9 2hfl-1lyz 10.1 10989 1.79 110

10 2hfl-6lyz 12.6 10733 1.08 65
11 2pka-4pti 1.9 3184 3.29 29
12 2pka-5pti 3.1 4222 1.21 9
13 2pka-6pti 1.9 1756 1.82 27
14 2ptn-4pti 2.8 2156 3.53 9
15 2ptn-5pti 4.0 2880 3.11 34
16 2ptn-6pti 5.5 1200 1.28 56
17 2sbt-2ci2 2.8 3582 2.62 92
18 5cha(A)-2ovo 1.7 2194 1.49 11
19 5cha(B)-2ovo 3.1 2289 1.64 2

The results obtained in the docking of the protein-protein cases. (a)
The results of the 26 bound cases; (b) the results for the 19 unbound
protein-protein cases. We list, in this order, the PDB file names; the
CPU of the docking (matching) step, in minutes, on a PC; the number
of (clustered) solutions, the best RMSD, in Å which has been obtained,
and the highest ranking solution with an RMSD under 5 Å. The
ranking is given following the hydrophobicity and the connectivity
filters.
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area, polar buried surface area, buried surface area corre-
sponding to groups bearing unsatisfied charges, and the
number of hydrogen bonds. We were particularly inter-
ested in the latter, as hydrogen bonds can serve in the dual
roles of providing both a means for energy scoring, and a
fast geometric criterion, which can be employed both in the
docking and in the scoring. The results we have obtained
are depicted in Figures 2a through 2d for four arbitrarily
chosen unbound protein-protein docked cases.

To calculate the energy parameters we have employed
the following procedures: Hydrogen bond identification
and surface area calculations in each conformation were
performed with a program written specifically for this
purpose using the Troll software library of macromolecular
analysis tools (D. Petrey and B. Honig, unpublished re-
sults). Hydrogen bonds were identified based on the geom-
etry of the donor-acceptor pair, using angle constraints and
donor/acceptor definitions as specified by Stickle et al.27

However, a distance constraint of 3.8Å between heavy
atoms was employed. This distance is larger than the one
used by Stickle et al. and hence may result in the overcount-
ing of hydrogen bonds. Nevertheless, it has been chosen so
that a description of an interface based on such electro-
static properties would be broad, and the decision on
rejection of docked conformations would not be based on
parameters which might be too strict.

Accessible surface area calculations were performed
using an algorithm developed by Sridharan.28 The algo-
rithm spreads dots on each atom at a distance equal to the
radius of the atom plus a probe radius of 1.4Å. The dots are
spread in an icosahedral pattern, which results in a dot
density of approximately one point per Å2. An area is
assigned to each of the dots based on their density and the
radius of the atom. Each dot is examined sequentially to
determine if it is occluded by another atom. Speed and
efficiency are obtained by placing the dots in an order
which makes examination of later dots unnecessary, if
earlier dots have already been observed to be occluded by
some single atom. Hence, if a single face of the icosahedron
is occluded by another atom, no further examination of
dots on that face is carried out.

Accessible surface areas are determined by summing
the areas represented by dots not occluded by other atoms.
Buried total, polar, and non-polar accessible areas are
determined by flagging each atom as either polar or
non-polar, and counting the accessible dots lost upon
formation of a complex. Backbone N, C, and O atoms are
defined as polar and Ca is defined as non-polar. Side-chain
polar and non-polar atoms are listed in Table III. Buried
polar area associated with unsatisfied polar groups is
defined as any polar area which is lost upon formation of
the complex and, additionally, is not associated with an
atom that participates in a hydrogen bond. Groups bearing
such an unsatisfied charge are mostly composed of atoms
that have an absolute charge of greater than 0.3 as defined
in the charmm2229 parameter set.

Figures 2a through 2d show wide distributions of the
solutions for all of these empirical energy parameters.
Examination of all the examples reveals that for none of
the parameters we obtain consistent, low RMSD solutions
using either the non-polar or the polar buried surface
areas. Similarly, no low RMSD solutions are observed with
consistently large numbers of hydrogen bonds. Also simi-
larly, for the buried surface areas associated with groups
bearing unsatisfied charges, no low RMSD solutions are
observed with the smallest such areas. In all cases, a
scatter is observed. And, while for all parameters low
RMSD solutions are obtained with a relatively large polar
or non-polar buried surface areas, hydrogen bonds, or low

Fig. 1. Two examples of the docked configurations obtained for
unbound protein-protein docking. (a) 2pka-4pti. The RMSD of the ob-
tained solution with respect to the unbound-crystal superimposed on the
complexed crystal is 3.29Å. The unbound receptor is depicted in light
blue. It is superimposed on the bound receptor. The unbound ligand,
superimposed on the bound is in green. The orientation of our solution is
in red. The graphics program used is RasMol V 2.5, by Roger Sayle,
Biocomputing Research Unit, University of Edinburgh. (b) 2sbt-2ci2. The
RMSD is 2.62Å. The color code is as in (a).
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Fig. 2. Four examples of docking of unbound molecules are illustrated
here. For each case, the obtained solutions of their associations with
respect to the separately available crystal complex are shown. The
solutions are plotted for four empirical energy calculations: (a) non-polar
buried surface area; (b) polar buried surface area; (c) the number of
hydrogen bonds; and (d) buried surface area relating to groups bearing

buried unsatisfied charges. The mode of calculation is outlined in the text.
The solutions with a 0 RMSD are those of the unbound crystal structures
placed on the corresponding crystal complex. These are the reference
points in the calculation of the RMSDs of all solutions. The file names are
noted next to the plots. The full names of the proteins are correspondingly
given in Table Ib.
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buried surface areas associated with buried unsatisfied
charges, there are solutions with larger RMSDs having
more attractive values. We have also plotted (not shown)
the total buried surface areas, and these show similar

scatter. Hence, while it is still possible that a certain
combination and weighting of these parameters would
work, it appears that such an approach cannot replace the
simple, straightforward shape complementarity, at least

Figure 2.
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in the first stage of the docking. In particular, the fact that
no correlation between low RMSD solutions and the
number of hydrogen bonds is observed, is in contrast to the
situation observed in the bound cases, where extremely
good results have been obtained.19 This is understandable
in light of the sensitivity of hydrogen bond criteria. In
solution, the directionality, i.e., the angles, may be quite
different than those observed for the already associated
molecules. The latter have optimized their complementar-
ity in the complex.

Here we treat the more general problem, namely, assum-
ing no knowledge of the binding site region. Since this
necessitates consideration of entire molecular surfaces,
the procedure needs to be both efficient, and to handle a
larger number of potential solutions. In principle, this
points to the possibility of using simple geometric criteria.
Since shape complementarity has long been observed in
bound molecules, the question arises as to the validity of
such considerations in the binding of molecules which
exist separately in solution, and hence manifest surface
variability. Here we show that even under such circum-
stances, shape complementarity may still be utilized.
Nevertheless, two conditions should be considered. First,
the extent of shape complementarity which can be ex-
pected between the molecular pair is a function of molecu-
lar flexibility. The more flexible the molecules, and the
further away their unbound states are from their corre-
sponding bound conformations, a smaller shape comple-
mentarity could be expected. The study carried out here
addresses molecules manifesting what is often termed
surface plasticity, rather than entire flexibility. The second
consideration concerns water molecules. To achieve opti-

mal surface complementarity, bound crystal waters would
need to be taken into account. Currently, despite the
existence of several algorithms to predict such water
molecules, there is still a considerable uncertainty.

CONCLUSIONS

Here we address a practical problem: To what extent
does complementarity of molecular shapes at the binding
interfaces play a role in protein associations? This problem
is particularly realistic for cases where the molecular
structures have been determined separately, and thus
owing to surface side-chain variability and plasticity, the
shapes might be expected to be deformed. While a large
distribution in the extent of surface variability can be
expected, here we have examined a reasonable sample
size, containing 19 large protein-protein examples. In all
cases we studied, the structures have been determined
both for each of the molecules separately, and in addition,
while associated in a complex. Hence, a reference state is
available for a comparison.

Prediction of docked complexes when entire molecular
surfaces are utilized is an extremely difficult problem. Yet,
for protein-small drug binding, even if the active site is
unknown it can be predicted with a certain degree of
confidence,30,31 while this is not the case in prediction of
protein-protein associations. Given the magnitude of the
problem on one hand, and the need for approaches to
tackle it on the other, it is important to see which criteria
can be utilized. Here we have shown that despite the need
for further improvement in the ranking, shape complemen-
tarity can be used for ‘‘real life’’ unbound cases.
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